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THE CERTIFICATE: A CANONICAL DATA STRUCTURE FOR TREES

E. 0O, Haréi-and. S. T. Hedetniemi, Clemson University

A rooted alias 18 a canonical vepresentation of a rooted tree. The

|
certificate of a tree 1s the lexicographically smallest of all of its

rooted aliases, Properties of rooted aliases and the certificate of a
tree are examined and an algorithm 1is presented for constructing the
certificate of an arbitrary tree.

EXTENDIBLE HASHING WITH DOUBLE DIRECTORIES
H.L. Chou and Y.L. Varol® Southern I11inois University at Carbondale

For highly dynamic files the performance of conventional
hashing schemes is very poor. Extendible Hashing (EH) and Bounded
Index Exponential Hashing (BEH) were introduced to handle key to
address transformations in growth oriented dynamic files. EH, and
to a lesser extent BEH, suffer from poor storage utilization, and
the average performance of both schemes deteriorates with the pres-
ence of clusters in the key space. This paper proposes a scheme
called Extendible Hashing with Double Directories. It maintains
high storage utilization at all times, and its performance is
affected more linearly by clusters. It incorporates some of the
ideas introduced by EH and BEH, as well as additional techniques
such as page sharing, use of overflow index, index merger and local
hashing. Basic file operations in the new scheme are described and
compared with those of EH and BEH.

On search times for a coalesced hashinyg algorithm.
B. Pittel, Department of Mathematics, OSU, Columbus, Onhio 43210

An allocation model (n balls, m (> n) cells, at most one
ball in a cell) related to a hashing algorithm is studied. A ball «x
goes into the cell h{(x) , where h(<) : (1,...,n) » {l,e0.,m} is
random. In case the cell h(x) 1is already occupied, the ball x fis

rejected and moved into the rightmost empty cell. This empty‘cell is
found via the sequential search from right to left startiny with the
cell occupied by the last (before x) rejected ball. Denote Tl(x)

the number of necessary probes. In the end, due to a resulting system
of references, the n occupied cells form a disjoint union of ordered
chains, and to locate a ball x it suffices to search only the

cells of a subchain originating at the cell n(x) . Denote T2(x) the

total number of these cells. Our main result is: in probability,

LUGE KELUNSTRUCTIUN OF BIDEGREED GRAPHS @
W.J. Myrvold* and M.N. Ellingham, University of M

D.G. Hoffman, Auburn University
graph G is a subgraph obtained from G by
Reconstruction Conjecture asserts that every
i i is determined uniquely, up to
imple finite graph with four or more edges is :
i by its collection of edge-deleted subgraphs. A cl.ass of graphs is
if there is no graph in the class with four or more
edges that is not edge reconstructible. This talk will outlme.the proof that
bidegreed graphs (graphs whose vertices all bave one of two possible degrees) ;r:
edge reconstructible. This result can be generalized to show that all graphs tda
do not have three consecutive integers in their degree sequence are also edge

An edge-deleted aubgraph of »
the deletion of an edge. The Edge

isomorphism,
said to be edge reconalructible

reconstructible.

GRACEFULLNESS OF SOME 8IPARTITE AND TRIPARTITE GRAPHs (&~
S. M. Lee* and Grace wang, San Jose State Unfversity

For m, nZ 1, lst X(m,n) be the complete vipartite
graph with partition of m and n nodes., We shaw that the
join K(m,n) ¢ K(l) = K{m,n.1) is graceful. It is also

shown that ths corond of Ki{m,n) is gracaful.

ADDITIVITY THEOREMS FOR THE GENUS OF A GRAPH @
lrm':e Richter, Ohfo State Universfity

The orientable genus y(G) of & graph G 13 the least nusber
h of handles such that & erDeds {n the sphere with h handles.
Recently, Deckar st al have proved that it H and K have exactly
twa vertices {a comson, then for toms & € (-1,0,1), v(HUEK) =
v(H) « y(K) + & . [In this talk, analogous results are prasented for
the aon-orientable genus T(G) and the generalized genus
€(6) = ain(¥(6), 2e(6)) .

ON A PROGRAM MAKING CONJECTURES IN GRAPH THEORY &®
5. .

Fajtlowcz, University of Houston

Graffiti is a program making conjectures in Graph
Theory.

The first part allows a user to define certain graphs.
The second computes values of selected invariants for
a given graph.
in terms of invariants is valid for all graphs for which
the invariants were computed.
finds no counter-exanples :

A program based on the same principles was written
before by Shui-Tain Chen.
conjectures but almost all of them were trivial and the
burden was on the user to select a few which were difficult

It consists essentially of three parts.

The third part verifies whether a formula

Formulas for which Graffiti
are reported as conjectures.

It produced hundreds of

aterloo, and

Balanced Ternar Designs Derived From Other &
) Combinatarial Designs
J.F. Dillon and M.A. Wertheimer, Dept. of Defense

A BTD differs from a BIBD only | its * "

y | om a | y in that its “bl
rrr:ultlseu with multiplicities 1and 2. In these lwoutcaklsks :::
s ct)w t'hal BTDs arise from better known designs in very
natural ways. PART | reviews the basics of BTDs and
preslgnts_ some general quotient constructions and an
application to a covering problem. PART Il presents some

] : 1 sets, weighi
masl;:;iseax?g;tpee:‘ Ltlieestl_gns. Spegal cases provide an%wlgrgs

e stions raised i
by E.J. Billington and P.J. Robinson.m wELaia Raner

ON A THEOREM OF WELCH @

Hor
eno, Dscar and Santlago, Nildat, Unfversity of Puerto Rico

In 1980 Morena conjectured a 9eneralization of a Theorem of Malch, and

provad some cases of this conjecture. This plvas the number of solutlony

1o the aquation Trly!) 0 for avery 1 dividing 2° + 1 for 1088 &, and the

solutlfons belng ovar & flnlte flald.

Prasently wa will prove this conjecturs uslng "uniform cyclotomy' ag

Introduced by Baumert, Mills and ward In 1380. Actually our resultc as well

s unlform cyclotomy con ba also obtalned as & consequance of A J. Me Ellec
.J. .

work on Irraducible cycllic codes.

EVERY FINITE GROUP IS THE AUTOMORPHISM GROUP OF SOME LINEAR CODE

K. T. Phelps, Georgia Institute of Technology

We prove that every finite
group is isomorphi
fulllnutomorphism group of some linear binary che? tgh§23
result remains true even if you specify the minimum
distance, d, of the linear code.

FRINGE ANALYSIS AND FRINGE-BALANCED TREES @
Shou-Hsuan Stephen Huang, University of Houston

Fringe apalysis 1s a technique to analyze search trees
based on subtrees near the fringe of trees. It was first
formulated by A. Yao to compute the expected number of nodes
in 2-3 trees and R-trees. The analysis is based on a set
(called ‘base) of subtrees. By studing the steady state
solution of the recurrence relation derived from transition
after random insertions. we will be able to find various
properties about the search trees, However previous
reseurch failed to present a formal way of constructing the
base needed in such analysis. We first present a formal
definition of a parameterized (d-)fringe. Then we present
an algorithm to find the base for the analysis. In some
cases (such as AVL trees), the base may not exist for d > 1.
Thus the accuracy of the analysis may be limited. We also
define a parameterized frinpge-balanced trees d-T for each

= - o ] =
max Tl(x) log n iogalog n (1 +o(1)), max T,(x) 09,0 to solve.

-a -1 Graffiti is equipped with a heuristic procedure Echo
. 2 log log n(l +0(1)) as n/m+ a € (0,1] , where B =(l-e ) . which selects some conjectures as nontrivial. Using Echo
' e I found a number of conjectures which I can neither prove
nor disprove.

class of binary search trees T, so that we can always find a
base for fringe analysis. These fringe-balanced trees d-T
converge to T as d {ncreases.



A DIGRAPH GENERALIZATION OF BAIANCED SIGNED GRAPHS

MICHAEL GARCANO®and 1OUIS V. QUINTAS, Pace University, New York, NY 10038

The concept of balance (every circuit has positive weight) in a
signed graph (each 1ine is considered either positive or negative) ia
extended to symmetric digraphs in which each arc 1s welghted with an
element of an abelian group. A theorem analogous to Harary's Structure
Theorem for Signed Graphs 1s obtalned which characterizes balanced
symmetric digraphs in this general setting. In addition, some properties
of such graphs are derived and observatlons are made concerning other
extensions of balance to signed digraphs and to the group valued graphs
- of Sampathkumar and Bhave.

Problems on the number of cycles in complements of trees
(EéD K.B. Reid, Louisiana State University

A decade ago the author Proved that the unique tree
with n vertices whose complement contains the least
number of cycles has exactly two non-endvertices one of
which is adjacent to exactly two endvertices (Discrete
Math 15 (1976) 163-174). Problems of this sort,includ-
ing some recent problems of Holroyd and Wingate (pre-
print), will be discussed.

COMPLEXITY AND EVASIVENESS IN GREEDOIDS (5]
Anders Bjorner, Dept. of Mathematics, Massachusetts Institute
of Technology, Cambridge, MA 02146

Let E be a finite set of cardinality n and

E. is the minimum

suppose that P C 2 The complexity c(P)

number of entries of the incidence vector that the best

Xp

P-testing algorithm needs to inspect in the worst case A C E.

Let pl(t) = Z e, e . pamn what c(P) < k implies
FEP

(l+t)n_k|p(t). Here we prove that the converse is true in

case P is the family of spanning sets in a greedoid G = (F,L)

(a certain generalizat ion of a matroid). Thus the complexity
of the spanning property is combinatorially tractable.

With each greedoid G = (E,L) is canonically associated
an invariant polynomial lG(t) + Which can be recursively
computed by a deletion-contraction type algorithm. A reformu-
lation of the result is: if the lovest-degree nonzero term of

AG(t) has degree k , then the complexity of the spanning

property is n-k.

Some results on primal graphs. @

PHYLLIS ZWEIG CHINN®and PAUL A. THOELECKE, Humboldt State
University, Arcata, CA 95521 and BRUCE RICHTER, Ohio State
University, Columbus, OH 43210,

The notion of primal graphs was introduced by A.K. Dewdney
in 1970.

Definition. Let S be a set of graphs and P be a sub-

set of S. Then P is E?imal relative to 5 if every graph in
S can be factored into a sum of distinct {non-isomorphic)
graphs in P and graphs in P have only a trivial such factor-

ization.

Dewdney proved that there exists a unique set of graphs
primal relative to the set of all graphs on n vertices and
that the union of these, for all n, forms a unique set of
graphs primal relative to the set of all graphs. The au-
thors extend his result to show the existence of a unique
set of primal graphs relative to any set of graphs.

. Lemma. For any set H of graphs which is hereditary,
1.e. all subgraphs of graphs in H are also in H, the graphs
which are primal relative to H are also primal relative to
the set of all graphs. .

This lemma is used to prove several types of graphs are
primal. Some families of primal and non-primal graphs are
discussed, and it is shown that there exist primal graphs
not in the families described. Some open questions and con-

_Jectures will be posed,

On the Cut Frequency Vector of Permutation Graphs
Barry Plazza¥ Clemson University
Sam Stueckle, Clemson University

An edge cut Is a set of edges whose removal creates a disconnected
graph. The ith component of the cut frequency vector Is the total number
of 1t order cuts. We conslder the problem, Introduced to us by Boesch In a
talk at the Fifth Internatlonal Conference in Kalamazoo, of finding graphs
with the smallest possible cut frequency vector over the class of regular
graphs with a glven number of points and glven degree.

We show that the permutation graph of an r-regular graph with p
vertices and A=r minimizes the first k=min{2r-1,p-1) out of the p{r+1)

components of the cut frequency vector,
& CE
MAXIMAL BIPARTITE SUBGRAPHS AND INDEPENDEN
Kathryn Fraughnaugh Jones, University of Colorado at Denver

i : ed
a graph with n vertices and q adges, it is prav
that ‘ntha gumﬁer of edges b in a maximal ?lplrti?n subgraph
and the independence 1 are related by the inequality
(1) b<q+2i —-n.

For a k-regular graph the bipartite density b/q and
independence ratio i/n are shown to be related by

L2 Kb/a) -k +
n 4

Eeveral classes of graphs for which (1) is best possible are
investigated.

INTERSECTION GRAPHS OF PATHS IN A TREE 6233

Clyde L. Monma* and Victor K. Wei, Bell Communications Research

Let P be a finite family of nonampty sen. The intersction graph of P is obtained by’
Mudmhrﬁ&lmmm&;mmﬁmnduuﬁymuh
corresponding sets have a nonempty intersection.

Wepmnunix‘iedﬁmakfaamdyh;miudmadinumimmhuiﬂn;m
families of paths in & tree. mwtmnmammﬁnﬁmdmmhmd
their “dique tree” representations and 8 unified recognition algorithm which u:uuua:ru* [
mmnﬁmtalmphamﬂmhmbhmhhdm. The algorithm decompeses
& wtitrary graph by (maximal) dlique separaton, chocks the nondecomposable "atoms” (by the
JUGnlhnouuﬂ.nndttui:uuuzItﬂu]iuuactnh:'duur'tlcnur[quﬂyﬂarm:Sqnnut
Theorem). The classes of graphs considered here includs the (vertea) path, directed (vertex) path,
02d chordal graphs studied by Gaviil, the (edge) path graphs studied by Golumbic and Jamiscn,
Ldb,Qph.udlijm,nlnﬂlnubunnwduus:iymﬂu

A Note on Complete (k.}l)-Arcs (:::)

Joel C. Fowler, Georgia Institute of Technology*

e give two new lower bounds for the size of a com-
plete (k,p)}-arc, These improve already known bounds in
nany cases and are applicable under more general circum-
stances.

*Work done while at the California Institute of
Technology.

Properties of Integer-Interval Graphs

( : :) i logy
di - Rose-Hulman Institute of Techno
el and Applied Computing Devices

For n £2+. the integer-interval graph In is constructed as

follows: for each closed interval [a,b], 0 < a<b % n'daégezﬂd
there is a vertex; and, if 0 < a,b,c,d < nwith a,b,c, x i
fa,b]N[c.d] # P, then there is an edge connecting the ver

spond to [a,b], [ c.d]. )
thatﬂggzriepconsideg &eg;ee éatterns of the vertices and use t?::e
results to investigate the existence of Euler and Hamilton cycles,

and the number of edges and the clique number of such graphs.



A Constructive Proof of a Stronger Structured Theoren

Karel Culik, Computer Sci. Dept, Wayne State University Detroit, ML 48202
A control graph (flow diagram) CG=(V,E,r,S) the vertices, edges of
which are labeled by instructions $(v), by truth values M(v,w), :e;p., %
is a language independent representation of a conl;rul—ﬂou algo; tfm(.;c:
control graph CG'= {Vv', E', r', §') is called a control SUbEr;E-E'Os h
1f v'c V, and an execution block 1if, in add{ti‘on. each (v,w)E uc
that weV' satisfles either wer' or weS'. A CG is called executt:n ,
structured if each of its control subgraphs 1s an execution bloc ; gg
Struccured, if, in addition, each fine strong component H=(W,F) o
there is one single entry vertex eeW and one single exit
{ther e=x (W-FSC), or efx and (x,e)eéF (U-FSC).
iables, are called
f input variables

satisfies:
vertex x€W such that e

CG and CGk, having the same input and o::pug :it

on equivalent 1f for each initialization lnit o

;;EEE‘:nd og CG* the same execution sequence 1s determined, :hzs
ExSeq(CG,lnit)—ExSeq(CG*,Init). A CG* is called almost execu: onrlv-
equivalent with CG {f after omitting all instructions contal: ng
variables from ExSeq(CG*,Init) the ExSeq(CG,Init) is obtained. " N

Theorem: To each €G= {V,E,r,8) with |Sl=1 there exists, and can be
effectively constructed, a structured CG* which is almost exe;Ttto: i
equivalent with CG. The double induction with respect to M=|E|> 21 .
the nuober N30 of FSCs 1s used. The constructions of splitting verh ce
(and cultiplying FSCs), and of PlV-transformation are used, where the
process identifying variables, PIVs, are used to encode various

processes.

A Parallel Algoritha for Bisection Width in Trees

a»

¥ i
Mark Goldberg, Clarkson Universicy 7evi Miller) Miami University

The blsection width b{G) of a graph G is the minimum nunbs: 3: :dﬁ::
cessary in an edge cut of G ao that the two sides of the cuto T n<;
?2: nearly equal) size. Our main result is a O(n?) processor (“agm‘m
time parallel algorithm for detemlni..ng b(T) when Trl:lzo:i:::. foi s

neralization of MacGregor's one processo
:?::l :i’ ':‘aﬁ.: and Vishkin's results on computing certain tree functions

in logarithmic parallel time.

T-DECOMPOSABLE GRA PHS
Egon Balas, Carnegle-Hellon University

= (V,E) and some FCE, let G(F):= (v,F). h
i Fo;gﬁs::zl; ihat(c(i‘) is triangulated and G(ENF) 1e :;i:ﬂglzwen
g say that E has a T-partition and G is T-decompod : n
fre*’-; :ec nzd a T-partition of its edge Bset, there 18 (a; po“znconjec-
:151: Elgortl:hm for finding & maximum-weight cl:.wgueo;nle;e ey
ture that recognizing T-decomposability is an S -?mziml b
We call G totally T-decomposable, 1f for any elget ol
lated subgraph G(F) of G, the subgraph G(ENF) 1: :Lon R s
1s a polynomial-time algorithm whose applica o iitee
?:;:‘ graph G either finds a meximum-welght clique, or es

that G i not totally T-decomposable.

1f there

COMPUTING THE CONNECTIVITY OF CIRCULANT GRAPHS
Mark E. Watkins, Syracuse University

@

The connectivities of s locally finite, infinite circulant

graph I' are determined: «g(') equale the valence of I' (i.e. the
atoms are trivial), while rg(l'), the cardinality of a smallest
separating set leaving at least two infinite components, equals the
last tarm in the symbol for I.

For circulent graphs on n vertices, we use some elementary
properties of their atoms to facilitate a procedure that outputs
their connectivity in n3/2 time. An APL function that realizes
this procedure is included. A formuls obtained independently by

E.A. van Doorn is thus readily computable.

On Degree-Pair Sets and Sequences for Graphs

Michael S, Jacobson, University of Louisville :
Lael F, Kinch, University of Louisville
John Roberts¥ University of Louisville

With each edge xy in a graph G, we associate
called the degree-~pair
The degree-pair set of G is the set of all such

the unordered pair

[deg x, deg y]
of «xy,

pairs for edges of G and the degree-pair sequence of G
is the (unordered) listing of all such palrs., 1In the

following paper, we consider:

(1) What sets are degree-pair sets?

(2) What sequences are degree-pair seqguences?

(3) what is minimum order (minimum size) for
graphs realizing given degree-pair sets?

TRIVALENT POLYGONAL GRAPHS OF GIRTH 6 AND 7
Manley Perkel, MWright State University, Dayton, Ohio

A (strict) trivalent polygonal graph is an undirected,
conpected graph (finite, no loops or multiple edges) of
valency 3 and girth m >3, such that every path of length 2
lies in a unique circuit of length m. Related to these
are the triangular graphs which are undirected, connected
graphs (of valency m> 3) such that the neighborhood of
every vertex is a cycle of length m, In previous work,
questions concerning the duality between members of these
two families of graphs have been partially answered in the
case where the polygonal graphs arise from reflexible maps
on orlentable surfaces. In this paper we glive more
complete answers to these questions 1n the case w=6. We
also consider the case m=7 where we outline constructions
of infinite families of these graphs.

LOWER BOUNDS FOR TWO-TERMINAL NETWORK RELIABILITY USING EDGE-DISJOINT
Timothy B. Brecht*, and Charles J. Colbourn, University of Waterloo

The problem of computing two-terminal network reliability is @ '
simply to compule ' the probability that iwo specified
communication centers can communicate. Exact calculation of this
reliability has been shown to be NP-hard. It is therefore desirable
to find efficient means Lo obtain bounds for reliability measures.

Efficient techniques are discussed for computing lower bounds
using edge-disjoint paths between the spscified communication
centers. The performance of the bounds is related to the msthod
used to compute the edge-disjoint paths. Various methods for
finding edge-disjoint paths and the performance of the resulting
bound is discussed,

A COMBINATORIAL PROBLEM RELATED TO MULTIPROCESSOR COMPUTING

AND COMMUNICATION SYSTEMS
0. Frank Hsu, Fordham University

Let C (sl, 82,...,8k), where 0<sl <s2 <-..<gk, be a directed graph
which has 8rcs from each point { to i + 81, 1 + 82,..., 1 # sk (mod n).
We study a minimization problem on this class of graphs arising from
studies on multimodule memory organizations, distributed multi-loop
computer networks and concurrent processings.

Hamiltonian Elimination Orderings of Interval Graphs =
Shwu-Huey Yenfand Margaret B. Cozzens, Northeastern University

Jamison and Laskar in 1983 discussed five possible different
elimination orderings for chordal graphs. These elimination orderings
are the following: perfect elimination ordering (PEO), strong elimination
ordering (SE0), interval elimination ordering (IE0), hamiltonian
elimination ordering (HEO), and bicompatible elimination ordering (BCO).
Those chordal graphs corresponding to each of the five orderings except
HEO have been characterized: PEO - chordal graphs, SEO - strongly
chordal graphs, IEO - interval graphs, and BCO - indifference graphs..

In this paper we characterize those chordal graphs that have an
HEO. A hamiltonian elimination ordering (HE0) of a graph G = (V,E) is
an ordering v],vp,...,v, of V such that for each i, lvi'vi+|‘ ¢ E and
for each vy, vy, vy, 1f 1« Jak and {viwv V¢ E and l"i-vk\i E then
{Vj-vk\‘ E. Since BCO—iHEO~iIEO-¢5EO—ﬁPE$, and v)-vy~...~vy is a path, the
class of graphs that have an HEO must be contained in the class of
connected interval graphs.

Analogous to Dirac's theoren regarding the existence of simplicial
vertices in chordal graphs, we show that graphs with an HEO contain at
least one strongly simplicial vertex. A simplicial vertex a of a graph
G is strongly simplicial if G - N(a) is connected.

PATHS



ENUMERATION OF GRAPH THEORETIC SOLUTIONS FOR FACILITIES LAYOUT
L. R. Foulds, University of Florida
One of the important problems in industrial engineering is the

sign of a system of physical
S?:;gor machiﬁes on a manufacturing shop floor.

ignifi t subproblem of spegifying which faci
25?222321; to egch other. This problem 1nso}v
ratings which summarizes the desirabli}:ti ?
ties adjacently. The problgm is to fin Ly lamat
sum of the ratings corresponding to adjacen .
the problem is formulated in graph
feasible solutions are enumerated.

ON FAULT-TOLERANT GRAPHS
F. R. K.

We study several graph-embedding problems related to
the design of fault-tolerant VLSI circuits, For csamploa one
wants to construct a graph with the minimum number of edges
having the property that after removing half o£ its :dqca or
vertices the remaining graph still contains a “large
specified subgraph. We will discuss results and problems on
these fault-tolerant graphs. Both probabilistic and
constructive aspects will be considered.

Heaps in Heaps a3

Thomas Strothotte and Jorg-Rudiger Sack™
Unlversity of waterloo, Waterloo; Carleton University, Ottawa

In this paper we present a new vlew of the Aeap data structure. wWe view a
heap on n elements as an ordered collection of log n sub-structures of
sizes 2!, 1 In (0,..,log n). We use the vlew of the heap structure In the
design of an algorithm for splitting a heap on n elements into two heaps qf
sizes k and n-k, respectively. The algorithm reguires 0(|092(max(k, n-kJ)
comparisons, Improving, for krlog<(n), the previous bound of O(k)

comparisons. We also present a new algorithm for merging heaps of sizes n
and k Into one heap of size n*k InO(log n * log k) comparisons.

BALANCED GRAPHS AND THE PROBLEM OF SUBGRAPHS OF RANDOM GRAPHS

.
@ Andrze) Rucinski*, University of Florida and -
Adam Mickiewicz University, Poznan
Andrew Vince, University of Florida

Let Kn be a random graph on n vertices where each eadge is
chosen'fndependently with probability p=p(n). We give a new
elementary proof of the fact that p-1/m(G) is the threshold
{n—* e0) for the existence of a given graph G as a subgraph
of Kn,pr where

m(G) = max d(H) and [E(H) /v (H)L.

HEG

This result was originally proved for balanced graphs, i.e.
m(Gl=Aa({G), in a classic paper of Erdbs and Rényi [1960] and
subsequently generalized by Bollobds [1981). Let p be of
the same order of magnitude as the threshold. It is known
that if d(H)< d(G) for all proper subgraphs H of G, then the
number of coples of G in Kn,p has an asymptotic Poisson
distribution.

d(H) =

GD

i buildings on a plane
faeti s g asThere lugks within the
lities should be located
es a relationship chart‘of
siting each pair Qf.faCl\i-
he layout which maximizes the
In this paper
theoretic terms and all possible

Chung, Bell Communications Research, Morristown, New Jersey

We prove the necessity of this later conditlon.

ON THE CHROMATIC INDEX OF MULTIGRAPHS AND A CONJECTURE OF SEYMOUR
Odile Marcotte, Universite de Sherbrooke, Quebec, Canada

Let G = (v, E, w)

be a multigraph, where V {s a set of

Networks, Parallel Corputation and VLS|
Tom Lelghton

HoILT,

vertices, E is a set of edges and v is a vector of edge multiplicicies.
It 1s well known that p, the maximum degree of G, is a lower bound on

the cardinality of a proper edge colouring of G.

is given by
w(E(S))
K = max Iscv, |s| odd and |[5] -1]
()
2

a proper edge colouring of G is less than or equal to max (p+1,
where [ x] denotes the least integer greater than or equal to K.

this talk we show that Seymour's conjecture can be reduced to a con-
jecture about critical nonseparable graphs (in the sense of matching
We also show that the latter conjecture is verified in the
case of outerplanar graphs, thus proving that Seymour's conjecture

theory).

holds for outerplanar graphs.

ORTHOGONAL EDGE COLORINGS OF GRAPHS

Dan Archdeacon* and Jeff Dinitz, University of Vermont, and Frank Harai

University of Michigan

We study proper edge colorings of simple graphs. Two colorings
are orthogonal if any two edges which receive the same color in one
coloring recelve distinct colors fn the other coloring. Let G be a
graph which admits a pair of orthogonal colorings using n and m
colors. We examine some necessary and some sufficient conditions
on G, nand m. A relationship with certain combinatorial designs
is discussed, in partucular Room Squares, Howell Designs and ortho-
gondl Latin Squares are special casés of orthogonal colorings.

Some open problems are presented.

ON THE DISCREPANCY OF COLORING FINITE SETS

D. Hajela, Bel) Communications Research, Murray Hill, New Jersey

Giveasset SC{l,..,n}and amapx: {1, ...,a} = {~1, 1), (i.e. 8 coloring of {1, ..., a}
with two colors, say red and blus) dotine the discrepancy of § with respect to x 10 be
d(s) = IE;(‘)I (the differcace betweea the reds ead bluss oa §). W sbow that given

-subunol[l.....u}dxumnpd‘umpnqomnﬂeohrhpduddduuluhcuinu
small & (v log #)"? in magnitude,

C::) PROBABILITY CONSENSUS AND INDEPENDENCE PRESERVATION
Christian Genest (Waterloo) and Carl Wagner®{(Tennessee)

A method of aggregating n subjective probability distributions into
a single consensual distributfon 1s independence-preserving if,
whenever events are independent for each of the subjective distribu-
tions, they are fndependent for the consensual distribution. We
show, under a mild regularity condition, that if n » 5 » the only
independencefpreservlng aggregation methods are dfctatorial (adopt
one of the distributions as the consensus), If n =4, however,

a wide variety of non-dictatorial independence-preserving aggre-
gation methods exist, We give a complete characterization of

these, using recent results of Abou-2aid,

Another lower bound

where w(E(S)) 1s the number of edges both ends of which belong to 5.
Seymour has made the conjecture that the minimum number of colour

Abstrace

Recent advances In VLS| fabrication technology have made it possible
to construct large numbers of Identical processors using surprisingly
small amounts of chlp area. As a result, It has now becoms feasibla 1o

Integrata largs nunbers {potentially milllons) of slmple processors lato

s in a single network for the purposes of paraliel computation, The potentlal

rell,

In savings In computation time gained by using such large scale networks to

solve problems Invelving Integer ar polyncalal arithmatic, signal process-
Ing, packet routing, |inear algsbra snd/or numarical snalysls Is drasatic,
For example, many preblems such as sorting and matrix multiplication which
require more than linsar time on traditional sequential machines can be
solved In logarithalc time on an sppropriate parallel machina.

As might be expscted, the varlety of comblinatorial and cosputational
problens ralsed by the developing technology Is quite broad, oOf coursse,
one ares of primary Interest (and the subject of our talks) Is tha detign
of nenwork architectures which are wall sulted for fast parallsl compu=
tatlon, In the talk, we will describe the most cosmonly used and the
best known architectures, snd we will show how they can bs used to solve
a varlety of problems efficlently., The class of natworks 1o be discussed
will Include the mesh, mesh of trees, hyparcube, shuffla-exchange graph,

de Brul)n graph, buttarfly and the cube-connectsd cycles. A spscisl empha-

$is will ba placed on understanding the structure of the networks, and
hence on the reasons for thelr usefulness In parallel computation, We
will alsa describe the construction of a universal network which is capable
of simulating any other network of the same slze with at most a logarithmic
factor delay In time. Such unlversal networks might well be good candl-
dates for the architecturs of futurs supsrcomputers.

The lectures will be Introductory In nature and no previous famillarity

with networks, parallel computation or VLSI will be assumed..

EXTREMAL RESULTS FOR Ky 3-FREE GRAPHS
Manton Matthews, University of South Carolina

&>

in this paper we present several extremal results for "1.:"’“ graphs. The first
of these deal with results similar to a resuit of Posa on the minlmum number of
sdges In a graph necessary to guarantes two disjoint cycles. Also, wa define the
Kl.a"m ramsey number to be the minlmum Integer rc(m,n) such that svery
Ki"-fru grapg on this number of vertices must have elther a K, or an Indepen~
dent set of size m. An explicit formula is obtained for rc(3,n) and the value of
re(n,3) Is shown to be the same as r(n,3} General upper and lower bounds for

rc{n,m) are established and sharper bounds for the case n = 4.



. BINARY SEARCH ON A TAPE
(EZ:) T. C. Hu, University of California, San Diego
Nichelle Wachs*, University of Miami

Comparison search procedures for sorted files are
represented by binary search trees, The usual cost of
such trees is the average number of comparisons needed
in the search procedure. Here we consider search pro-
cedures for sorted files stored on a tape. In addition
to the number of comparisons, we are concerned with the
number of movements needed to locate a record. The com-
plete binary tree (usual binary search) is optimal with
respect to comparisons and the linear binary tree (sequential
search) is optimal with respect to movements. A tape- :
optimal tree, i.e. a tree which is optimal with respect
to both comparisons and movements, is a hybrid of the com-
plete binary tree and the linear binary tree. We present
a characterization of tape-optimal trees.

Ali EFFICIZN ‘MES FACHTIE
@ PO RIS DIVIDE-ALID-COKOUER ALGORTAL IS

Der-Y¥un Yen,*Clevelmm State University
Barrett R. Bryant, The University of Alabama in Blouingna

A mnodified tree nachine architecture is proposed on which parallel
€ivice-anu-conjuer alyorithms can be inplenented without incurring any
cata routing tinme. This mouification gives more time-erticicnt solutions
to problens which can be solvea by a divide-ana-conguer aljoritiva. Tue
rnouified treec machine eliminates data routing time by coimwunicating
vetueen  processors  through airect connections bebtucen processing
clenents ana aata repory nodules, Tuererore, in acditicn to Deiny
accessea by its own processing claient, eaci IEIOLY fouule Can also be
d by otlier processing clenents at difcerent tiies in oruer to
s ita. Thisz wociiication reguires an auaicional  switcaing
network cowrised of 1og,(n) processing elevents, wiere n is the nuwwer
of processing eleuents r&juired by an ordinary treoe rachine to solve the
prooici. Hovever, the elini.ction of cata FOUting time cruw e
cg;ple;ity oi the aivioe-anu-conquer algoritins significanciy ouLweiyns
this iinor cadition of processing elaicnts rxiirey ror e avitcniig
NeTVGri,

Results on the mathematics of prefix compression ;;

Rodica Simiunf Southern Illinois University and
Bryn HMawr College
Herbert S. Wilf, University of Pennsylvania

Let A be a (linearly ordered) finite alphabet and
L2 By s e @y > 0 fixed integers. Consider all
dictionaries over A conslsting of m words of length

i, =1, 2, ..., n. We evaluate the probability that two
lexicographically consecutive words randomly selected from
such dictionaries have a common prefix of R letters, for
£ =1, 2, ... . The average length of the maximum common
prefix of consecutive words 1s calculated. We also discuss
extremal dictionarifes for which storing using common prefix
compression is most economical, and illustrate the effect
of this method with examples of lists of combinatorial
objects, such as integer partitions and compositions, per-
mutations, k-subsets.

STRONG, WEAK, AND OTHER COLORINGS OF UNIFORM HYPERGRAPHS
Ronald D. Dutton* and Robert C. Brigham, University of Central Florida

An r-uniform hypergraph is one in which every edge contains exactly
v nodes. A common extension of the concept of graph coloring to such
hypergraphs is to define an i-coloring as an assignment of colors to the
n?des in such a way that no edge contains 1 nodes of the same color.
x'(H) 1s the minimum number of colors needed to achieve an i-coloring.
x? and x" are sometimes called the strong and weak chromatic numbers,
respectively. A second extension defines an {-coloring as one in which
each edge receives at least r - i + 2 different colors, and x!(H)
denotes the minimum numbers of colors necessary. x? = x? and x' = x",
but equality does not hold for all 1. Several relationships involving
these chromatic numbers are developed, including their values for
complete uniform hypergrapsh. A collory is the follgwing sharp inequal-
ity for strong and weak chromatic numbers: x' s [7211.

/!

:: On Balanced Colorings of Subset Collections

Noga Alon and D. J. Kleitman, MIT, Michael Saks¥
and Paul Seymour, Bell Communications Research.
1

Let X be a finite set and § a collection of subsets
of X. A two coloring of X is balanced for $ if for each edge
SeS the number of elements of each color is the same (in
particular the cardinality of every set must be even)., Por
positive integers n, let £(n) be the size of the smallest
collection of n element sets for which no balanced two-
coloring exists (trivially f(n)=l if n is odd), Erdés and Sbs
asked whether £(n) is bounded for all n. We give two proofs
that f£(n) is unbounded; one is a limit argument, the other is
a construction based on a theorem of Huckeman, 3urgat and
Shapeley.

On a Generalization of Chromatic Number
James A. Andrews¥and Michael §, Jacobson, Univ of Louisville
In a graph G, a set of vertices S c V(G) is
n-dependent if A(<S>) s n. The n-chromatic number of g
Xn(G) ., is the smallest t such that V(G) can be parti:
tioned into t sets each of which is n-dependent. vVarious
resylgs relating Xn(G) to other parameters are presented.
Additionally, we study the following Property, related to
Ramsey theory: we say that G "Xt arrows" (nl""'"k)'

denoted ¥
G“H(nllo--'nk)o

if for every factorization of G = F
= F
We have xt(Fi) z n; for some i ¢ }f;?..,é;? k

C. Results:

Some Ramsey Numbeps for Tournaments
A. Bialostocki”and P. Dierker
University of Idaho, Moscow, ldaho

A, Notation: Let TT, Py, and Sy denote the transitive tournament on k

vertices, the directed path with k edges and the directed outgoing
star with k edges, respectively.

B. Definition: Let D; and D7 be two acyclic directed graphs. The num-

ber RT(D),D2) will denote the smallest integer n satisfying the
following property: If T is any tournament on n vertices whose
edges are colored by red and blue, then T contains either a copy of
D] all of whose edges are red, or a copy of Dy all of whose edges

are blue.

1. RT(TT3,TT3) = 14 5. 13(2k=1)+1 < RT(TT5,Sk) < 30k-14
2, *7 < RT(TT3,TTy4) < 42 6. RT(TT3,Py) = 3k+l
3. RT(TT3,5K) = 3(2k-1)+1 7. RT(TT4,Py) = 7k+l
4. RT(TT4,Sy) = 7(2k-1)+1 8. RT(TTs5,PK) = 13k+l

D. If time allows, we shall review some known results and suggest some
directions in Ramsey theory for tournaments.

.Prauently a computer search is being conducted for a lower bound.

On a conjecture of Paul Erdss
¥ Charles M. Grinstead and Richard Hughey @
Given a positive integer n, let C be the
n

collection of all graphs with chromatic number
n. For any graph G, let R(G) be the standird
two-color Ramsey number for G. Paul Erdos con-
jectured that for all G in Cn,

R(G) 2 R(K ).

We will give results in this talk which will
lead to the settling of the case n=4 in the near
future (o(l) year).

Ramsey Theary by Computer

@ ¥E. Regener, C.W.H. Lam, J. Opatrny .
Concordia University, Montreal, Canada

Given two graphs J and K without isolated vertices, the
generalized Ramsey number r{J, K) is the smallest n_for which
any graph G with n vertices must have J < G or K < G, where "<"
denotes edge-containment. We have developed general programs
to search for maximal G with J ¢« G and K # G, for given J and
K. Since the latter property is transitive on subgraphs, such
G can be built by adjoining one vertex at a time in a breadth-
first search. MWe shrink and prune the search tree using various
invariants and heuristics. In applying the program to try to
determine r(H6. w6). where u6 is the wheel on 6 points, we have

fuund so far that a graph on 17 points excluding "6 must contain
the complete graph KS'
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GRAPHS
EXTREMAL SPANNING TREES OF CUBIC T E—

ALGORITHMS FOR GENERATING ALL MINIMAL CUTSETS IN A GRAPH o4 Rogar Entringert.
D.R. Shier and D. E. Whited*, Clemson University @E) Lane Clark a g
Given a connccted cubic graph G of order n , Payan, Tchuente and

The problem of generating all minimal cutsets separating two Xuong have shown that G contains a spanning tree T in which at least

1
specified vertices ina graph arises in several types of network 1 - jecture that L can be replaced by
rQMMHWcMNhum£0mawmmhmnmmgwmaimmmmm o0 vertleenhave degren 3. They conjecture K ‘ i

either directed or undirected graphs Is based on “Inverting” the set of 3 if G contains no K, - ¢. We prove the conjecture for grap

all simple s-lhpalhs in the gl?‘auph . r(uI:\ tw?s :m) t\r:'at :aimplet paths alre euliclandly Targe gikth. .
generally much easier to produce cutsets.) We present severa i - )

results that reduce the effort necessary to perform the path inversion R jf';;{:g:.?FSf:g}j53:‘;ug§7lfrgglflgﬁ?:rf b = -
and discuss several strategies for implementing the approach. i CIvan & graph G and an ordering ¢ of the vertices in viG), let y (6)
CMmmaummlnwusuemwnmlmmwﬂemeenmxymtma ymutmruucmmr«munumumnwmnnuwwm,mgw
approach compared to existing approaches for generating minimal s-t in the order ¢; where a new color 13 introduced only when a vertes SRR
cutsets properly colored In its order with any of the colors already used and whare

If some vertex(ices) could be properly colored with more than one eoler it
I8 assumed that a cholce vill be made that results in the sinimua nuaber of

SEPARATOR- AND BIFURCATOR- BASED LOWER BOUNDS FOR MAXIMUM EDGELENGTH golors baing required overall, The ususl chrosatic nuaber, 16, 1a almply

IN VARIABLE ASPECT-RATIO VLSI LAYOUTS @ the llnl;u- or 1,(C) over all possible orderings of V(0) and the ochromatio
Paul Czerwinski and Vijaya Ramachandran*, University of I1linois nuaber, y"(G), La defined to be the corresponding maximus,
The ochrosatlo number exhibits several counter Intultive proparties;
L'nder the Thompson model, it is well-known that bounded-degree n -node graphs for exaaple, the ochromatic nusber of a subgraph can ba greater than, less
with o(vn ) separator can be laid out in linear area with maximum edgelength O(Vn Nogn ), than or equal to the ochromatic numbir of s containing graph. In this
and n-nede bounded-degres graphs with F=0(vn ) bifurcator can be laid out in PAPer, ve construst arbitrarfly long chains of subgraphs with monotons
O(F ?log¥n /F ) area with matimum edgelength O (F logln /F Joglogln /F )). These resulis Increasing ochromatio nuabersi Tne significance of this remark 1s that it
are also existentially optimal (to within a constant factor) in the sense that, for each c_lm there 13 much more difficult o determine whether a graph 1s critically k-
exists a graph in the class that requires the specified amount of area, and has the specified maa- Oahromatia than to determine whether it 1s eritically k-chromatie for
imum cdgcl:ngth. ) ) ) ! Sxasple. The msaln result Feported here 18: given that G 1 critically k-
We generalize and unify these results by considering embeddings in variable aspect-ratio 9SNrowatlo, which means that thare existe at least one ordering ¢ of ¥(g)

bounding reclangles. We show that if we consider minimum-area embeddings of classes of
graphs with separator F =o0(Vn ) or bifurcator F ={(vVn ), then, if the longer side of the
bounding reciangle is @ and the shorter side is b, there exisis 2 graph in the class for which the
maximum edgelength in the embedding is (a /log(b /F )). For the special case when a =6(b )=

that requires k colors to properly coler ¥(G) in tha order ¢, that the
rasulting partitloning of V{G) 13 such that \‘1 I3 a maximal {ndependent
doalnating set In 0, "z 13 & maximal Independent doalnating set In wvl.

6 (squareroot of the area), this gives the previously known resulis. Further, our proof is . ¢te. ¥ the aubaet of vartlces assigned color | in coloring V(G) under 4.
simpler than the earlier proof for the lower bound on the maximum edgelength for Critleslity says that tnis descanding chatn condition holds, Irrespactive of
bifurcator-based embeddings. Which ordering Is used (30 long as x colors are required) or of cholces of

Our results are also existentially optimal, since we have shown (in a separate paper) lay- colors that might be made (again so long a3 x colors are required overall).
out strategies that achieve this bound on the maximum edgelength. TThis work perforaed at Sandia Natlonal Laboratorles supported by the

U. S. Department of Energy under contract no. DE-ACOK-76DP00789,

BOUNDS FOR ALL-TERMINAL RELIABILITY IN PLANAR NETHORKS (:) 3 Blehroaaticity of Blpartite Graphs

Aparna Ramesh* and Charles J. Colbourn, University of Waterloo Dan Pritikin, Misnl Unveralty, Oxford, Ohlo As056

A computer netwark can be modeled as a graph where Lhe nodes of the Let B be a bipartite graph with edge st E and vertex bipartition M, N.
graph represent sites and the edges represent links between sites. The edges of
the graph fail randomly with equal probability p. The all terminal rel?ahil_ily of The bichromaticity B(B) (s defined as the maximum number P such thata
the network is the probability that the network is connected. The reliability of complate bipartite graph on B vertices is cbtainable trom B by & saquence

the network with m edges and n vertices can, be  written a3

R= f‘l. P 0=p ™ whare S+ ia the number of sets of i edges whose com- of identifications of vertices of M o vertices of N . Let r=max{| M|, |N])}.
1=0

1]
plemenl conlains a spanning tree. The probiem of calculating Lhe exact value of Harary, Hsu and Miller proved that B(B) zp +1 andthat B(T) s p 1

Rin the all-terminal case is open for planar networks. The ideal situalion in for T an arbitrary tres, Wa prove that B (B)s 4 L} ylelding a simpler
such & case is Lo gel upper and lower bounds on R, by giving upper and lower ¥

bounds on f for which the exact values are not known. All known bounds for
the all-termunal reliability use exact values of f g, ... Je and fg a_m_i use ap- obtalnable by such idantifications, For Q. WwuEHNEFE Edimensionai
proximations for the remaining f¢ where c is the cardinality of a minimum cut
and d = m-n+1. We get upper and lower bounds on R by using exact values of
fa-1.fa-s.faginaddilionto f o .., f, and f,. The eftect of using the ex- k1 Liov, K
act values of f4_,/4 ¢ and f,_3in Ball-Provan and Kruskal-Katona bounds is 27y 2
ebodiad '

proof that B(T) = w41, We also characterize graphs for which Kp g s

cubs, we obtain the Inequality

£ ﬂ:QK] = 2*y K,

Double bound sequences and sets for partially ordered sets

John K. Luedeman, Clemson University (::)
¥-F. R. McMorris, University of Louisville
John Roberts, University of Louisville

For a poset P = {xl,...,xn) let D(xy) = {y:y s Xy
or x4 s y}, the sequencé IDtxl)[....,ID(xn*l arranged
in ascend¥ng order is the DB-sequence of P" and the set
(ID(x))|,...,|D(xy) |} the DB-set of P, 1t is shown that
every set of positive integers is the DB~set of some poset
and the minimum number of elements in a realizing poset is
determined., Sufficient conditions for a sequence to be a
DB-sequence are given,

The B-set of P is the set '{lL;xl)l,...,lL(xnil) u
{luxy)],o00,|U(xg)|)  where Lixy) = {y1y s x;} and
Ulxj) =" {yixy s y?. A set of positive integers S is a
B-set if and only if 1 € S, The minimum number of
elements in posets realizing certain B-sets are determined,

BOUND GRAPHS, COMPETITION GRAPHS, AND 2-GRAPH INVERSES

J. Richard Lundgren, University of Colorado at Denver
John S. Maybee? University of Colorado at Boulder

Certain graphs such as upper bound graphs and consanguinity graphs and
competition graphs and common enemy graphs naturally occur as duals
when characterized using row and column graphs of a matrix. In this

On length, width and the size of cutsets in ordered sets @
John Ginsburg, University of Winnipeg, Winnipeg, Canada,

This work has been done jointly with Bill Sands, University of
Calgary. Let P be a finite ordered get. If x is an element of P then a
subset C of P is called a cutset for x in P if every element of C is
noncomparable to x and every maximal chain in P meets {x iuC, If every
element of P has a cutget having n or fewer elements we say that P has
the n-cutset property. We denote the length and width of P by £ and w.
Theorem. If P has the 2-cutset property cEen w<f+2. More generally,
if P has the n-cutset property then w« 2 42y,



MINIMUM AVERAGE DISTANCE PARTITIONS OF THE VERTICES ON A LINE NETWORK

Peter J. Slater, University of Alabama

For & graph or network with vertex set V and with d{u,v) denoting the

distance between vertices u and v, a (vertex) m-median is & set SQV with

tS] = @ which minimizesZ {d(u,5) 1 u &V} vhere d(u,5) = min {dtu,v) v&s}h
Much work has been done for this facility location problem. Here the modified
problem where there are m different facilities to locate, and generalizations

of this, will be discussed.

Minimum-Weight Two-Connected Spanning Networks
Clyde L. Monma, Bell Communications Research
Beth Spellman Munson® ATALT Bell Laboratories

W. R. Pulleyblank, University of Waterloo

Consider & set of vertices V with a non-negative, symmetric

distance function defined on V x V which satisfies the triangle
inequality. We consider the problem of constructing a minimum-
weight, two-connected network spanning V. HWe obtain s number of

structural properties and use these to study the worst-case
behavior of several heuristics.

Edward T. Ordman, Memphis State University.

In the generalized dining philnsopher§ prpblem. a
collection of processes (e.g., in a distributed computer
system) cannot all proceed at once becaqsa they compete
for one or more limited resources. Consider each procass
a naode; a minimal set of processes that cannotlrun at
ance form a (hyper)edge. Every (hyper)graph arises in
this way. We explore the number of resource units apd
types neaded to give rise to an arbitrary graphj this
involves covering the graph with threshold graphs. The
amount of shared memory or number of messages needed to
schedule processes in a distributed system with a
certain graph of conflicts thus relates to threshold
covering numbers and clique covering numbers. Thera are
implications for relative strenpth of synchronization
primitives (e.g. FV-chunk versus test-and-set).

OPTIMAL EXPANSION OF EXISTING NETHORKS @
Eric M. Neufeld, University of Waterloo

The design problem in communication networks is placed in a combinatorial setting by
modelling & network as a graph where vertices represent processors and edges represent links.
Given this model and some constraints, we seek the beat network with respect to some meas-
ure of reliability. One widely-known measure is the probability that a etwork remains con-
nected in an environment cf fault-free processors snd (statistically independent) link failures.
Wlhen all edges fail with uniform probability p. reliability is directly related to connected
spanning subgraph counts forp = |

Since networks are subject to change, we address the nctwork expansion problem: how
may we optimally add a new link 1o an existing network? The design problem becomes: how
may we design reliable networks with future expansion in mind? The latter problem is #1-
Complete in general; therefore we consider scries-parallel graphs and a related class of graphs,
8 geaeralization of wheels. la particular, we show the best generalized wheel is the wheel
with maximum diameter.

CHARACTERIZATION OF k-FOLDING MINIMAL GRAPHS FOR k = 2,3 @

Sheng-Ping Lo, ATAT Bell Laboratories

A labeling of a graph G is a one-to-one function mupp@n; from V(G), the veriex set of
G, 1o the set ol‘ nome‘glme integers. To represent a I.llzelm' w of G on the real line, we
associate the point w(u) with vertex u in G and draw an interval !‘l(l.l).ﬂ(\:)) for each edge
{u,v} in G with wr(u)<w(v). The stack_number of G with respect to a hbglm. wof Qs tha
maximum number of intervals stacked at a point in the above representation of the labeling
w. The folding number of a graph G is the minimum value of the stack_pumbers of G over
all labelings of G. A graph is said to be k-folding minimal if its folding numberfl k and the
elimination of any edge will result 8 graph of folding number less than k. In this paper we
will prove the characterizations for k-folding minimal graphs in the cases of k be 2 and 3.

«COMPLETE COLORING PARAMETERS OF GRAPHS

W. R. llare, S. T. Hedetniemi, R. Laskar, Clemson University

J. Pfaff, Bell Laboratories

A coloring of a graph is called complete if for every
pair of distinct colors there exist two adjacent vertices
which are assigned these two colors. The chromatic number
x(G) and the achromatic number ¢(G) are the minimum and
maximum orders of a complete coloring of G, respec&ivaly.
The Grundy number T'(G) and the ochromatic number x (G) of
a graph correspond to the maximum number of colors which
can be assigned to the vertices of a graph in complete
colorings which satisfy certain restrictions on the order
in which the vertices are colored, It canobe shown that
these parameters satisfy: y(G) < T(G) < x (6) < v(G).
This paper establishes several Tiew lower and upper bounds
for tﬁese parameters and introduces a new complete color-
ing number, rl(G), which satisfies the inequalities
x(G) < TH(G) < r(6).

Quasisymmetric Block Designs withy = A
@ Robert L. Holliday, Lake Forest College

One way to make quasisymmetric block designs more llke
symmetric block designs s to require that one of the
Intersection numbers be A . In this paper, we consider
possible parameter sets for block designs with y (the larger
of the two Intersection numbers) equal to A. When x (the
smaller intersection number) Is 1, we obtain a single family
of parameter sets for possible block designs. We show, with
elementary number theoretic arguments, that If x = 2 or ):t =3
then no quasisymmetric block designs exist with y = A. A
computer search shows that such designs with xa4 are likely

to be scarce.

ORTHOMORPHISM GRAPHS OF GROUPS

Anthony B. Evans, Wright State Univers y

Let (G, +) be a finite, not necessarily
abelian, group and let 8: G + 6 be a permutation
with 08 = 0. o 15 a left orthomorphism of G if the
mapping x + -x@ + x s a permutation. Two left

orthomorphisms 6, ¢ of G are left adfacent 1f the
mapping x + -xe + x¢ is a permutation.

We discuss the construction of affine planes,
nets and mutually orthogonal latin squares using
left orthomorphisms. We also dfiscuss some
constructions of left orthomorphisms.

Antichains in the partition lattice.
E. Rodney Canf ield, University of Georgia. @
The partition lattice is the lattice of all partitions of
the set {1,2, ..., nl} into pairwise-disjoint, non empty
blocks, two partitions being related if one is a refinement
ot the other. A ranking function is obtained by letting
the rank of a partition be the number of blocks in the
partition. The number of partitions wi th rank k is Stn,k),
the Stirling nunber of the second kind. An antichain is a
collection of partitions no two of which are related,
examples of which are all partitons of a given rank. It is
known that for some K(n) one has S(n,1) < ... ¢ Sin,Kin)) >
Sn,Kn)+1) > ... » S5(n,n). A question of Rota, answered in
the negative by the author, was: is S(n,K(n)) the largest
possible size of an antichain. In this paper we report on
current progress for these problems: how large is the
largest antichain relative to S(n,K(n)); and, with how wide
a range of ranks must the largest antichain have non empty
intersection. PARTIAL ORDERS AKD COMPARISON PROBLEHS
H. D. ATKINSON, Carleton University, Otltawa @
Let Peilxy, xp, ..., %)) beafinite partlally ordered set. Lot
Z(P) denate the numbar of total orderings of the set which are
consistent with the partial order constraints. This number I
of Interest as a measure of how constralning the partial order .
Is, and I Is connected with comparison problems In Lha theory
of algorithms.  An algorithm, valid for any partially ordered
sel, Is glven for calculating 2(P). The algorithm is Inefficient
In the worst case and, for certaln spaclal partially ordered
sets, polynomial time algorithms are given In particular It Is
shown that z(P) can be calculated In O(n3) operations when
the Hasse diagram of P Is a tres. From a spacial case of the
algorithms a generating function Is derlvad which connects the
theory with older results on ‘up-down’ permulations and secant
and tangent numbers.
IMBEDDING POSETS IN THE INTEGERS T
D.Xx, Skilton, Simon Fraser University @
An inbedding of & posst P in the Lntegers is a One-to-cns order
Praserviag map from P into the integers. guch a map aluays exists whea
P is finite, and moreover, cartafa inbsddings of subsets of finite P can be
extended to Llabeddings of the wholas of P. Daykin has asked whan an imbedding
in the integars of a finite subsat of & countable posst can be extended
to the wholae pou_‘. This papar angwers DAy_nn'u question and soma
related Queations,

@ POSETS AND INTEGER PAIR SEQUENCES
John K. Luedeman, Clemson University

Let (P,<) be a finite poset. For P e P, let ub(p) = {x € P; x > pl be
the set of upper bounds of p. Let Sp denote the sequence (aj, B May,
b2) ... (ak, by) where (ag, by) 1s In 8 if there exist X, YeP, x
covers y and aj = | ub(x) |,.by = | ub(y) |- To make Sp well defined, we
order Sp reverse lexicographically. Sp Is the integer pair upper bound
sequence of (P,<). A sequence S of positive Integer pairs 1s called an
integer pair upper bound sequence If S 1s ordered reverse lexicographi~
cally and there exists a poaei‘TF.g) With Sp « S, In this case we say
that (P,<) realizes 5. We characterize integer pair upper bourid
3equences realized by tree posets, and linear orders.

Let Tp denote the set of ordered pairs of Sp. Tp Ia the integer pair
upper bound set of (P,<). Similarly, a set T of palrs of positlve
Integers 1s called an integer pair upper bound set If there is a poset
(P,<) with Tp = T. We characterize integer pair upper bound sets T, and
determine the minimum cardinality of a poset reallzing T.



C. A. Rodger, Auburn University @

A partial Mendelsohn triple system of order m
can be embedded in a Mendelsohn triple system
of order t, for all admissable t>4m, where if
t is even then m>l4.

AN EXTREMAL PROPERTY OF THE 4 - (23, 7, 1) DESIGN
Sharad §. Sane, University of Bombay, Bombay, India

The following result is proved: The @
collection of blocks of the Witt-Liineberg
design on 23 points is maximal when

considered as a collection of mutually
interesting sets of equal cardinality.

EMBEODING, IMMERSING, AND ENCLOSING (TP

Charies J. Colbourn, University of Waterloo, Rose C. HammjCollege of

Charleston, Alexander Rosa, McMaster University

Mafly researchers have studied operations which produce block designs con-
taining a specified partial block design. One operation of this type is completion, in
which all parameters (1,v,k,A) are the same in the partial block design and the con-
taining design. Another is embedding, in which v is allowed in increase but ¢,k,\
are the same in the partial and containing systems. A third is nesting, in which k,)
increase while ¢,v do not. A fourth is extending, in which v, k.t each are one larger
in the containing system. We consider two further operations. lmmersing is an
operation in which ¢,v,k are the same io the containing aod partial systems, but A
is allowed to be larger. Enclosing is an operation combining embedding and im-
mersing; that is, v\ can increase while ¢,k cannot. We describe two main research
directions. First, we note that cvery partial triple aystem can be finitely immersed.
Second, we establish the existence of small enclosings for certain classes of partial
triple systems.

such that every c-connected graph with minimum degree = 4 k. has a dom-

@ BOUNDS FOR THE DOMINATION NUMBER OF CRID GCRAPHS
E. J. Cockaynerniveraity of Victoria;
E. 0. Hare, S. T, Hedetniemi and T. V. Wimer, Clemson University
A grid Gm'n is a graph having m x n vertices connected by edges
to form a rectangular lattice, It 1s shown that Y(Gn.n), the
domination number of Gn.n' has lower and upper bounds 1/5(n® + n - 3)

and 1/5(n® + 4n - 2), respectively.

A CONJECTURE ON DOMINATING CYCLES

Brent N. Clark* and Charles J. Colbourn, University of Waterloo,
Paul Erdos, Hungarfan Academy of Sciences

A dominating cycle in a graph is a cycle for which each vertex lies at distance

at most one from the cycle. We conjecture that for cach ¢ there is » constant &,

e+l

inating cycle. We show that this conjecture, if true, is best possible. We further
prove the conjecture for graphs of connectivity 1, 2, and 3.

TRREDUKDANCE IN GRAPHS: A SURVEY

5. T. Hedetniemi* and R. Laskar, Clemson University
J. Pfaff, Bell Laboratories

In 1976, while studying methods for finding minimal dominating sets
in graphs, Cockayne and Hedctniemi were led to consider sets of vertices
§ which have the property that every vertex in § 'contributes' at least
one vertex (efther itself or an adjacent vertex) to the set of vertices
dominated by S that no other vertex in § can 'contribute'. It was
thought that maximal sets having this property were winimal dominating
sets, until it was realized that such sets need not dominate every
vertex in & graph. Hence, the term irredundance was created. A set of
vertices 5§ 18 1irredundant 1if for no vertex v in § is the _closed

neighborhood of v contained in the union of the closed neighborhoods of ™

the vertices in §-v.

Since 1ts definition, a steady stream of resulta has appeared
relating irredundant sets to dominating sets and questions of
NP-completeness. This paper surveys the literature on irredundant sets
of graphs and provides the first proof that the irredundance problem
(finding the size of a smallest maximal irredundant set in a graph) is
NP-complete, even for bipartite grapha.

Recognition of partial k-trees (f‘)
e 4

Stefan Arnborg (The Royal Institute of Technology, Stockholm) and
Andrzej ProskurowskiX Creighton University, Omaha, on leave fronm

University of Oregon, Eugene)

Our interest in the class of k-trees and their partial subgraphs
ls motivated by practical applications in areas such as network
reliability, concurrent broadcasting, and complexity of querries
in relational data-base systenms. Because of their bounded
decomposability, partial k-trees are efficiently ctractable by
dynamic programming type of algorithms. Here, we present some
partial results leadinF to recognition of these graphs through

confluent reductions (rewriting rules) in
a manner more efficient than a general "brute force" recognition

application of a set o

method.

Computing in an Infinite Algebraic Extenslon of GF(q)
@ * J.V. Brawley®(Clemson University) and
G:E. Schnibben (Frances Marion College)

Each Infinite algebraic extension E of the finite fleld GF(q) can be
described as the union of a tower of finite fields containing GF(q). Such
a characterizarion, however, does not readily lend itself to the problem
of producing an actual algorithm which will generate random elements
from E and compute sums and products of these elements. In this paper we
discuss certain infinite algebraic extensions of GF(q) for which such an
algorithm can be described, and we deacribe the algorithms Thus, in a
computational sense, we know these fields Just as we know the ring of
integers or the field of rational numbers.

USING THE HEURISTIC ALGORITHM Min TO FIND A HAMILTONIAN PATH
Ruth Ann DeHoff, University of Houston

It is a well known fact that for some degree sequences one can
determine if a graph will have a Hamiltonian cycle. 1In 1823,

J. C. Warnsdorff, a German mathematician, developed the heuristic
algorithm Min to solve the "Knight's Tour" problem. Since the
Knight's Tour problem is one of finding a Hamiltonian path,

S. Fajtlowicz and M. Rusinkiewicz investigated using Min to find
Hamiltonian paths in random graphs. They found Min to work well

in a high percentage of cases tested., S. Fajtlowicz suggested

that we investigate under what conditions Min will find a Hamil-
tonian path, when it is known that the graph contains a Hamiltonian
cycle. To investigate in special graphs, we wrote a program that
verifies whether Min finds a Hamiltonian path in every graph with a
given degree sequence. The program produces graphs, known to have
Hamiltonian cycles, for which Min does not find a Hamiltonian path.

AN APPROXIMATE GRAPH PARTITIONING AND COLORING METHOD (39
Gomer Thomas* and Jane Cameron, Clarkson University, Potsdam, New York

This paper describes an approximate algorithm for the problem of
partitioning a graph into an arbitrary number of cells so as to
minimize the number of internal edges, and it presents some results
achieved by an approximate graph coloring method based on this
algorithm. The partitioning algorithm utilizes a hill-climbing
strategy, supplemented with some techniques designed to ameliorate
the local maximum problem. Although no theoretical performance
predictions are yet available, the coloring method has been tested
experimentally on randomly generated graphs of various sizes (up to
1000 vertices) and various edge densities. It appears in each case
tested to produce colorings with fewer average colors than any other
approximate method known to the authors. The partitioning algorithm’
is easily seen to have polynomial worst-case execution time.
Experimental results indicate that if implemented properly its
average time on random graphs would be O(n**2).

@ Computer-Drawn Genograms
A.U, Coli jn, University of Calgary

Ay
Genograms are an extended form of family trees, and they
are widely used by psychiatrists and family therapists to
represent family relationships. A set of computer pro-
grams has been developed to draw genograms from computer
data about a family These programs, which are recursive
in nature are able to handle complicated cases such as
multiple marriages. The advantages of computer-generated
genograms over hand-drawn ones include the ability to
quickly re-draw the genogram, focussing on a different
person as the central one.



_ORTHOGONAL LATIN SQUARES ad
imon Fraser University, and L.

There exists a self-orthogonal latin square of order
n with a self-orthogonal subsquare of order k for all
n2 3k + 1 except for (n;k) € 1(8;2),(6;0)] and perhaps
for (n;k) € {(6m+2; 2m), (6m+6; 2m)].

INCOMPLETE SELF Zhu, University of Waterioo

K. Heinrich*, S

SRS v

MULTI-SET DES!?NS
A.Assaf, Technion,
Isreal Scientific Centre, o iy
3 d by its charactensuc
i-subset T of the set (1,2,...,v) may be u_puscu.lle y 2 ic
:ﬁc:::rlli:?‘- s 1.2....v) where 1, is the multiplicity of i in T. The size of a mu!u-;ct
T, denu(lcd by 111}, is defined by nn = .51“' We say that T = (1) is conlaine

' b,) - .
m times in the multi-set 8 = () fuhcre_ m= ﬂ ( N For :x.nmp}lc :.:d
multi-set {x,x} is contained 12 times in the multi-Set {x,x,x.xpp.2}

contained zero times in the multi-set {xy2h

*, 1BM
Titute of Technology,A. Hartman®,
depaal é?sﬂendelsohn, University of Toronto

i i d paic (V,B) where
-3¢ { order v, denoted MB{vk, X) , is an ordered pair (¥,

s n:r;; B is a collection of multi-subsets of ¥ of sue_k (called
multi-subset of ¥ of size 1 is contained & total

A nmult
Vis the set {1.2,..,v}
blocks) with the property that every
of A times in the blocks of 8.

essary conditions on the paramelers l,v,k_ and A
We show that these conditions are sul‘l'llclenl
% . We also exhibit some constructions in the

la this paper we derive some necc
for the cxistence of MB(r.k, ).
when 1 = 2,k = 3and all vand
cases when k = dand ¢ = 20r 3.

on Balanced Configurations of Points

Robert G. Bland®and Dall-Hoon Cho, Cornell University
We will discuss several examples of problems of the
following general form. Given a set P of configurations of
points in Eucllidean d-space, a map y from P to R, that

measures "balance" (P ¢ P is balanced if p(P) is small), and
a map ¢ that takes pairs (Pe P, x £ P) to P, determine
B(P,p,9) = max{min(p(P'): P' £ ®#(P)): P c P). Hera ®(P) is
the subset of P generated by P and ¢. For example we night

take P, to be the set of finite subsets of the unit ball,

ml(P,x)E (P\X) U (-x}, and Hy = || E(xt x € P) |12: then
ﬁ(Pl,¢1,pl) =d 2, or we might take P, to be tha
restriction of P1 to subsets P such that every hyperplane H

through the origin misses at least two points of P, and take
Hy to be the maximum over all such hyperplanes H of the

ratio of the numbers of points of P on the two sldes of H;
then d < p(p2,¢1,92) < 2d. It follows from well-known

results that the chromatic number problem and the nowhere-
zero flow problem fit into this general framework as further
specializations of the second example abovae.

pegiaL C§§> i Denver

LaﬁwitﬁTéﬂgrowitzu. University of Colorado at
i

Desarguesian planes have been determined by
o been shown to exist in finite :
In this paper we examine the type of abstract ova
ds to a translation oval in any finite plane.
igated by means of a ternary algebraic

All translation ovals In finite

Stapley Payne. Translation ovals have als

non-Desarguesian planes.
(a la Euckenhout) that correspon
These translation B-ovals are lnvest

structure assoclated with any abstract oval.

A PARALLEL MINIMUM SPANNING TREE ALGORITHM IN LISP
Leon Koti? v UsS,
St

W. Richar ark¥ University of South Florida

The classical Kruskal and Prim
generating minimum spanning treas of a weighted connected
graph are well known. In contrast to the sequential
character of these algorithms, we discuss a minimum spanning
tree algorithm which is largely parallel. It consists of
selecting a shortest arc from each node, resulting in a
forest. (Cycles are essentially automatically avoided in the
process.) Bhrinking each tree of the forest to a point now
yields a multigraph, for which the process is repeated, if
necessary. The algorithm is implemented in LISP.

algorithms for

Army Communications-Electronics Command, and

VERTEX AND EDGE DOMINATION PARAMETERS IN GRAPHS
Renu Laskar and Ken Peters*, Clemson University

_ The vertex-domination number y(G) and the edge-domi-
nation number y,(G) are the minimum numbers of vertices
that dominate V(G) and the minimum number of edges that

dominate E(G), respectively,

Sets of vertices that domi-
nate E(G) and sets of edges that dominate V(G) are studied.

A vertex v and an edge e=xy dominate each other if either

(i) v=x or v=y, or (ii) both vx and vy are in E(G).

The

parameters yg;(G) and y,;,(G) are introduced and studied,
where the former is the minimum number of vertices domi-
nating the edge set and the latter is the minimum number

of edges dominating the vertex set., The parameter Y

was first introduced by Sampathkumar and Neeralagi and

called the neighborhood number of G.

BIGEODETIC GRAPHS (3§

o (G)

HAMILTON PATHS IN MULTIPARTITE ORIENTED GRAPHS
Cun-Quan Zhang, Simon Fraser University

)

An oriented graph T = (V, A) is called t-partite tournament if

v=V UV, ... V each V

1 2 t’ i
vertices in different V1 and Vj are joined by exactly one arc.

is an independent set and any pair of

W. Jackson (1981) proved that the regular bipartite tournament

contains a Hamilton cycle. In this paper, we show that if T isa

 regular multipartite tournament, T contains a cycle of length at least

|Vl - 1. Hence, T contains a Hamilton path.
ACYCLIC IN-CONNECTION OF DIRECTED GRAFHS
Victor Neumann-Lara UNAM

The acyclic in-connection of a digraph D is defined as

the ma:imal number of weak components which can be
obtained by removing an acyclic set of arcs in D. In
this paper, some results concerning the acyclic

in—-connection of tournaments are presented.

N. Srinivasan*(on leave from Madras University), J.Opatrny, and V.S, Alagar,

Concordia University, Montreal, Quebec, Canada

The non existence of graphe with exectly two paths of mirimur length
between eech pai~ of nonedjacent vertices and vith diemeter 4 =

in which

pathe of minimum
lengih between them. The block cut-vertex incidence pattern of bigeo-

Two cheracterizations
g-ephs are

is proved. Hence bigeodetic graphs ere

defired raph
each pair of nonadjacent es graphs

vertices has at most two
detic separable graphs ere discussed.

bigeodetic graphs ere given and some progerties of these
studied.

The extremel prohlem'of finding neximum

nunber of edges in.a bi-

geodetic block of diamete~ 4, on P % 2d vertices, construction

Plana~ bigeodetic blocks with &iven girth g § 4k end dismeter 4 = 3k
of hamiltonian (eulerian) -/ non hamiltonian

end construction

eulerénn). tpe:-fect bigeodetic blocks are discussed. A gene~al
procedure 0 construct bigeodetic blocks from en o bit-ar -
detic block end containing Lkt

subgraph is aleo given.

CLOSED GEODETIC GAMES FOR GRAFHS @

& given geodetic block a8 induced

Fred uckley® Paruch Colloge (CUNMY)Y, Mew York, HN.Y. 10010,

And Frank Harary,  Un
Let 6 be

raity of Michigan, finn
subsel of Lthe vertex  set vE)

Arbaor

af a

nontrivial connected graph G.  The gecdetic claosure (S) of

S is the =set of all vertices un geodezics
vertices in 5. The first player A chouses a vertes

G. The second player U then Plcks va # v, and forms

geodetic closure (Sz) =
¥3 € V - (52) and forms (Ss) = ({vi,va,vs}), eto.
player who first selects a vartex v, such that (S,)
wins the achievement game, but loses the aveoidance

Thase

({va,val). Now A

between

two
vai af
the

selects

The
= W
game.

geodetic achievement and avoidance games are solved

for ceveral families of graphs by determining which player

15 the winner.

(non

ON DECOMPOSITIONS AND COVERINGS OF GRAPHS
Miroslaw Truszczynski, Dept. of Computer Science, University of Kentucky

Let H be a family of graphs. By an H-decomposition of a graph G we mean
a partition m of the edge set of G such that every M ¢ 7 spans in G a
subgraph isomorphic to a graph in H. The problem is to characterize
graphs having an H-decomposition for a given family H. A related pro-
blem is the one of finding an H-covering of the edge set of a graph
with graphs isomorphic to graphs in H which minimizes the sum of sizes
of graphs used. This minimum is called the H-covering number of a
graph. The talk will survey known results about H-decompositions for
H s consisiting of graphs with 2 or 3 edges. These results will be
used to obtain results on H-covering numbers. Existence of H-de-
compositions and bounds for H-covering numbers for some other fami-
lies H will also be studied.

One-factorizations of G x Kj

W.D. Wallis* and iang thi-jian, University of Newcastle and Soochow
Railway Tecachers College )

We discuss the following problem: if G is a bridgeless cubic
graph and x dcenotes Cartesian product, does G x K5 necessarily have
a one-factorization? Some partial results are obtained,



| | CLIQUE COVERS OF DIGRAPHS 7o
J. Richard Lundgren,‘ University of Colorado at Denver
John S. Maybee, University of Colorado at Boulder

In recent year there has been a congiderable amount of interest in
L éE; clique covers of graphs. Here we propose a nulf:iou;iuf clique fnrddi-
pilation stud £ 0 e e [ ‘ > i 8 i{ts us to extend the notion of clique covers an
"k, “Bacten. Un Souldllon atudy of Uynamic Memory Allouation Strategies, @ graphs which perm e e e e,

versi of Winnipeg Hikyoo Kon, i i I i =l 2k to digraphs.
L.M. Batten, University p Y Lamar University, Department of Computer Science clique partitiong to ¢ .8 ﬁnd claw cover numbers for certain types of

artition numbers
e ; we obtain some general upper bounds for

¥ N : : 5 m of the There ar2 many metnoas for & R a h In particular

" n of geometries with the diagra ¥ { Of cyniatic aerary allscatizsn <hare graphs. P 5

':I;zlgle;zs;‘f:ﬁ?t;gt setgled' In fact, we are far away from allccatrcn reguests cf ciflering sizes tor carTouter main these numbers for complete digraﬁhsidcettaindtypea n:i::n{;n:::r{:;;“
. : SREaLY OF Lor RAmg by, ar® 2 y - lar digraphs. While the eas used are en

a solution. In this talk, we present the hi Y ynamically mice, Trree Tost cummonly usea and m-regula grap L e e e ix wiite A1Earasts

perties of geometries having a=thods ars "First=f1t", "dist-f1t", 3r7 "duady system," to those used in graphs, t

ive a number of pro :
problem, g y and sufficient “hile trese methods are relatively sirole to implemant

i i , and present necessary : C 4 .
zgégiiigggaﬂnder wgich geometries with this diagram are "‘-l[_)!rfor-n Aridede ag cxleblonty, NiEels 3 tAELEwEAC
. l . Sk ut1lization and comcutitional overhead involveds it 15
rbedasbie fn projesti® ’ not l'?at clear about the trac-=offs amonc tnn:- ’ .
In this stucy, we attemptes to fina the tradeoffs atan;
e . Cromld wad e T '°.® these three metnods. by simulation and statistical signi-
. O Lanl's. Groiniild dsd L. Zhd ficance test. Fapnases were placec on the effects of ex-
Concordia Usiversity, Montreal, Quebec terral factors, Tnese inclucea: EARHT,{ONE OF THE Egﬁs-SET ﬂr A MULTIGRAPH BY COMPLETE SUBGRAPHS
: distribution of inout et h av . Gregory*, Queen's Universit .
ecire. g o ord 10 I somploncly et o ot by s pae g "GU:SI menory :?2:0:::’:::::: ::cth:sfixea total size) il y, and D deCaen, Northeastern Univ.
Lo 12 eed 16 e beewa. Ta 100, e Rabbed & compu “mbmho' :loni.-'h"d' reuaest memorv lifetime Let G be a loopless multigraph on v vertices !
of weight 12 and 18 are koown. In 1083, we MNolshed & computer scarch w shows Gt e B L, e @ be s docpless m
that there does nob exist any code-words of welght 13. Wae are closs to flnishing overall workload Level af the allaocation system. PP g of G is partitioned by
pisktier gl wand wilik. etk il m guems A BN S S0 code-wards of A5 ferforrarce measurss, we chose b complete subgraphs. We give conditions that are
weight 10. If the result is as expected, then It implies that 24,676 code-words of weight PHE Eambiy MELLCIREE i ratie b, ssphers e wagreg
10 must exist. Such a code-word Induces a 19-polob conflguration with 6 lines and 1f total nurber of searches, 4 |
points such that each lne contalns exactly 6 of the 19 points. A compuler progran wean “‘i_ilable memory size. obariey 5ot i S
finds 66 non-isomorphic 19-point configuration. By ad hoc arguments, we can show thai :::2u:::::;7drum:y size, and Fisher's inequality for block designs, and also yields
18 of these cases canmob be completed to a plane. We will present estimates whict el i o A i — Fiaher's snagualisy for block destans

shows that the remalnlog cases can bo solved In about 3 years of computing tlme on 1

VAX-11/780. .
stcuii v I DSIMSERSSIALE SET: 0 queny pave seccurie weasure or |

) S Ernst L. Leiss, University of Houston < Am algorithm for path partitions in acyclic graphs

A STUDY OF WU'S METHOD - A METHOD TO PROVE CERTAIN THEOREMS IN The 1 ibl y ; ;

ELEMENTARY GEOMETRY 4 Gbahecooss 208 dot 1o that sef af sienants in a-statisticel R. Aharoni I Ben-Arroyo Hartman’ /oe

Hai-Ping ko* and Moayyed A. Hussain, Corporste Research & Development, ycifyo (PPl C20,0 D6 BRFon b 1f uertes of @ certalo

General Electric Cﬂf_ﬂpa".\"- chenectady, New Yor - as a measure of the security of statistical databases; this SR B AT BN Jf ochantogy

measure has the property that it reflects changes in the type of ition i ;
Wu [1] Introduced & method to prove certaln kinds of +theorems In the querles in a very direct way. We then derTee sevaral u¥'p o A path pariition in a digraph G = (V.£) is a partition of ¥ into disjoint paths. A

Euclldean Geometry. He treated these problems as problems of these measures f Fartial k-colouring is a collection of at most & disjoint ind ¥
proving If any glven algebralc varlety Is a subset of another glven or various types of querles. ‘colour classes™. A path partition 1 = (P, p.,_,_j?l.g_;":,nijp:n::ﬂti:le::_:::r:-
algebralc varlety,. Therefore the method 1Is also applicable to ¥ = {C\, G, ... ) are orthogonal if each P e 11 meels exactly min!|p,| klnng

prove certaln +theorems |In algebralc projective geometry. The This research was supported In part under NS grant ECS-8303579. . diiTerent colour classes of 01* . We give an algori i s
'ha"r‘f’r“" ”bac};g;?u:dﬂiof ::9‘1 m?IhOdl Is ll’::fogﬂd l'“ ﬂzggbfﬂcﬁﬂd nnho_g;;alpulhpaniliun.md p.miafl k-:oni;ufii‘;!?l:naﬁxilﬂn:il::;pﬂ?:“Tc:::k. *
computing. e studle e method, s algor m develope Y ou gorithm implies a result proved by Aharoni. Hartman, and Hoffma L
iz : ' ; offman, und

523;”;:‘; I iy Lien ":’e::“”‘f::gn:e:\f:::::Lg:é:yg"\:; Agintiom Eﬁg:gleg:gﬂ:?u or,JHE TESTING PROBLEM IN pROTOCOLS (5D A F‘Eiﬁi‘?‘;l’pﬂi‘itfdEi,i“f'{“ﬁ'Z‘.“.‘fnii“.‘.;:.“{'.ﬁ”.’"“%‘°*"°,r=.w"svm«db:-
In Euclldean geometry and algebralc projectlve geometry. We found T ell Laboratories, Murray Hill, New Jersey aiternative proof of the Gallai-Milgram theorem igraphs, providing an
that (1) Chou's algorlthm was not a complete representation of Wu's In computer communications, the conf ; N X - ’
method but the algorlithm worked for all practical theorems we prcblcmi:procisejydeﬁmdi;uemp:‘;‘.aml::i;mgdwziwiu;nmu;pmml problem. This
selected so far; and (2) to complete the theorem proving process by state machine (FSM). mFWinmrni.sm:mpadﬁedmu :lﬁ.réaedp is modeled as a finite \
Wu's method, It seemed necessary to deal wlth problems of solving a nodes of the graph correspand o the states and the edge labels msi:ph mm“l:dsf labels. The
system of polynomlal equatlons. We shall also glve a formulation events that cause (are caused by) the state transition. mgwm.wﬁﬂmwem’(ﬁylg
ot those properties of geometric theorems which are dlctated In can be returned to it initial state i ; li Ve "
Wu's method. input/output ports. by a reser inpur. A protocol implementation is a black box with

We want to check whether the protocal implementation has a subgraph same

) ; i h i as the protocol

{1] Wu, Wen-tsun, "On the Declslon Problem and the Mechanlzatlon specification with the same initial state. This can be dene ing & tly desi npr.

sequence and obsevi ; ; ying 8 propetly designed input
of Theorem Proving In Elementary Geometry," Sclentla Sinica 21 q o | eving the outputs, Asolgumlnmuproblemislpmmdmctodcsip such a
(1978), 159-172 sequence of inputs and outputs. But this problem is at least as difficult as a graph sub

isomarphism problem.
[2] Chou, Shang-Chlng, "Proving Elementary Geometry Theorems On the other hand, if we assume that the number of states | .
Using Wu's Algorithm," Automated Theorem Proving: after 25 years, that in the specification, then it is & simple prouﬂ':-‘?l"h‘asm:ﬁ:ﬂl: ﬁgﬂ%&&; ;l:-l;]ly:

Comtemporary Mathematlcs, Vol. 29, 243-286 (1983) computing & unique input/output sequence for each state.



K-DEFINITE GROUP TESTING AND ITS APPLICATION TO POLLING IN COMPUTER NETWORKS )
Robert W. Chen*, University of Miami, and Frank K. Hwang, ATAT Bell Laboratories

@
The idea of group testing is to correctly
identify all defectives in a given set of items

by using tests on groups of items. The outcome of

a group test is either that the group contains no
defective, or that the group contains one or more
defectives, with no information on which ones or

how many. Recently the idea of group testing has

been found to be applicable to polling techniques

for computer communications networks. However, an
additional type of group test arises where the out-
come of the test is either that the group contains

no defective, the group contains exactly one de-
fective (and the defective is revealed), or that the
group contains two or more defectives. In the last
case there is no information about how many defectives
there are or which ones are the defectives. In this
paper we make the further generalization that a test
can have k+1 possible outcomes; no defective, one
defective, ....., k-1 defectives, or k or more defect-
ives. .The defectives are revealed except in the last
case. We call this the k-definite model and give

an efficient algorithm for it. We also give a lower
bound on the mimimax number of tests required which
differs to our construction by a factor log.d (d is the
number of defectives in the given set). 2

COMPLETION NUMBERS OF GRAPHS
John Gimbel, Colby College

A vertex partition Vi* Yoo +..y v, of a graph G is complete if for al)

distinct 1 and j between 1 and n there is an edge e which has an endpoint in
Al Lntinite family of generalized quadiangles

Stanley E. Payne, University of Colorado at Denver

V; and an endpoint in VJ. The completion number of a graph is the maximum
order of all its complete vertex partitions. In this paper we examine
3 - e 31 i S = € = 2

FHE GAEN PoslXeve: Dad WiGeges &y TECE - 20 ment. we several results on completion numbers. This includes several bounds and
construct a generalized quadrangle S of order {(s,t) which

1s new if e is greater than or equal to 5. In some sense remarks of a topological nature.

these are the even characteristic analogues of a family

of quadrangles of odd characteristic recently discovered

LOWER AND UPPER BOUNDS FOR THE BISECTION WIDTH OF A RANDOM GRAPH
by W. M.

i Mark K. Go]dberg"and James F. Lynch, Clarkson University

Given a graph G, the bisection width, bw(G), of G is the minimal
number of edges cut by a partition of the w;rtex set into two subsets
of the :ame size (within one element).

€ prove that for almost all graphs (= for a random graph) with
n vertices and An edges (X 1s a positive constant) the follouh':g holds
v TOEPLITZ GRAPHS: ANOTHER INTERCONMECTION METSIORK true

(1) 110 <1 <1 then bw(G) = o(n);
Narsingh Deo, Hashington State University, Pullman, WA (1) 11 < A then én < bw(G) < A%l n + o(n)

A Proof of the Points-Lines-Planes Conjecture(fzzzj
George Purdy, Texas A & M University

He will give a proof of the Points-Lines-Planes Conjecture which
states that given n points in E3 which determine L 1lines and
P planes L® > Cnp where C 1is a positive constant.

We derive a new class of graphs from Toeplitz matrices and show
that it has most of the properties desirable in computer inter-
connection networks.

where § is the minimal root of the equation 2!} |\ . (o)X X
On the Shnirelmann and asymptotic densities of certain sets of numbers

We conjecture that 1f A > 1 then bw(G) = l‘z'_@ n + ofn).
Carl Pomerance, Bell Communications Research and University of Georgia A Toeplitz graph TG(s,w) of order n = seut2 > 3 is
defined by its adjacency matrix M, whose (i.j)th entry mij = 1, vhen

If A is a set of natural numbers and A(n} is the number of
members of A up to n, then d(A), the asymptotic den31t¥ of A, is
lim A(n)/n if this limit exists. The Shnirelmann density, D(A),
is inf A(n)/n where the infimum is over all natural numbers.
Sometimes these two concepts agree as whenla is the set of odd
numbers and both densities are 1/2. Other times they dlsagrge as
when A is the set of even numbers. In this note we are primarily
concerned with the situation when A is of the form Ag, the set of
natural numbers not divisible by any member of S, where S is same
set of prime numbers. So, for example, if S={2,3}, then d(Ag) =
1/3 and D(As) = 1/4, Among other results: we show that for any set
of primes S, there is a set of primes S8'DS with D(As) = D(Ag’) =-
d{Ag'). We also investigate the largest possiblg value of d(Ag)
D{Ag) where S ranges over all subsets of Fhe primes. (This is
joint work with Paul Erdds and John Selfridge.)

li-jl| = l4+uwek, for k = 0,1,2,...,s; an® mij = 0, otherwise,

Thus, M is a binary, symmetric Toeplitz matrix, with diagonal stripes *
of 1's and 0's. Parameter w is the width of each stripe, and s is the

number of stripes above (and hence below) the main diagonal. Toeplitz

graphs are simple (without self-loops or parallel edges), undirected,

connected and both vertex-symmetric and edge-symmetric. Properties of

these graphs are explored here. For example, we shou that every cycle

Cn, every complete graph “n' every complete bipartite graph Ku n

" 2 2
(of even order), and every llobius ladder is a Toeplitz graph. In

fact, T6(n-2,1) = ¢ ; T6(1.n-2) = K ; 16(2,%5%) = &

iz
[¥} =1

and TG(H%Q,Z) = liobius ladder of order n.

Studies of other properties such as the eigen values, dismeter,
girth, and reliability of Toeplitz graphs and their enumeration are

FINITELY STARLIKE SETS AND REFINEMENTS OF MELLY'S THEOREM (J 253
also reported.

John D. Baildon, Worthington Scranton Campus, Pennsylvania State
. University, Dunmore, PA 18512,

Taxonomic Classes of Sets .
COMPUTER TESTING FOR ISOMORPHIC FACTORIZATIONS ql§>

James F. Lynch, Clarkson University

Let C = {S],”
be a taxonomic class of sets if 5 = Sj. SJ eSjorS;n Sj = p for
1 <i, js<m Let tn be the number of taxonomic classes of subsets of
{1,...,n} and t(x) be the exponential generating function of t].tz....
HWe show that

.,Sm} where each Si is a finite set. C is sald to

ata? < t, < (2")3n
and t(x) satisfies the functional equation
t(x) = eex+t(x) :

M. N. Ellingham, University of Waterloo

An isomorphic factorization of a graph into  parts is a partition of its edge
set into f subsets such that all the subgraphs induced by the subsets are
isomorphic. We discuss the problems involved in testing for 'I.ho existence of
isomorphic factorizations. We also give some computer-obtained results .for
small (order 12 or less) regular graphs, and relate these to known theoretical

results.

A set is finitely starlike if every finite set of points in it
can see a common point via the set. It is shown that the closure of
a bounded finitely starlike set is starshaped, and an example is given
demonstrating that the boundedness condition cannot be dropped.
Refinements are made in Helly's theorem to show that 1f 5 is a family
of compact convex sets in EM and S is a subset of EM (or if his a
family of convex sets in E and S i{s a bounded subset of E") such that
every n + 1 sets Iin “$ contain a common point of S, then %R has an
intersection point in the closed convex hull of §, Moreover, if §
is compact, the point is in the convex hull of S, and 1f S is closed
and convex, it is in S itself. Similar modifications of
Krasnoselskii's theorem are also obtained.



Term Rank, Permanent and Rook Polynomial Preservers:

LeRoy B. Beasley*, Utah State University, Logan, UT 84332 and
Norman J. Pullman, Queen's University, Kingston, Ontario,
Canada K7L 3IN6

We characterize those linear operators on the m X n matrices
(over various semirings) that preserve the term rank (of each matrix),
Similar characterizations are obtained for linear operators preserv-
ing the permanent, and for linear operators preserving the rook
polynomial. The results depend to some extent on the nature of the
underlying semiring.

A Formula for Explicit Solutions of Certain Linear
Recursions on Palynomial Sequences
Heinrich Niederhausen, Florida Atlantic University, Boca Ratun
Let (bn‘x))nzﬂ be a polynomial sequence, satisfying an(x) =
bn ](x) (n > 1) for some linear operator B. Whereas this recursive

relationship usually proves to be very effective in calculating efther
B or (bn). in practical applications other recursions of the same poly-

nomials may occur, which are not trivially redgcible to the above form.
Such recursions define B implicitly, ke bn(x) =

b;_ztx) =b,_o(x)=b, _,(x} (Laguerre polynomials),i.e., D= BZ(D-I) - 8.
In general, let R, A].Az.... be members of a certain class of linear
operators. If the recursion can be expressed as the formal power series
R :ifl A‘Bt (where R is degree reducing, and A] is invertible),
then B can be expressed in terms of R using generalized Lagrange in-
version. Furthermore, (bn) can be expressed in terms of the associated
polynomial sequence (rn) of R. To obtain explicit formulas, however,
we must drastically restrict the number of non-zero Ai's. The case
R=AB+ AZBP + AJBO leads already to a double sum for B. As an

example, we show an application of the formula to a gambler's ruin prob-
Tem.
Transforms of operators relative to the generating
<::::> function of a polynomial sequence
J.M. Freeman, Florida Atlantic University, Boca Raton

Take a field K and P = K[x]. For subrings A,B,C of P[[t]],
let L(A:B,C) be the set of continuous A-linear operators T on
P[[t]] with TB< C. Consider the rinEs
L, = L(P:KI[ED), KOCEDD) and L = L(K[[t]]:P,P).

Key observation: Suppose g(x,t) = an(x)fn(t) where degree pn(x) =
n = codegree fn(t). Then for any h{x,t) in P[[t]], there exist
unique T in Lt and X in Lx satisfying

Tg(x,t) = h(x,t) = Xg(x,t).

This gives the invertible transform L S Ly defined X =T, and

~ Falal
satisfying (XY) = ¥X. Fourier and Laplace transforms arise from
g(x,t) = exp(axt) with a = -i,-1,

We 11lustrate with the transforms and inverse transforms of opera-
tors associated with polynomial sequences and generating functions
(delta operators, multiplication and composition operators, etc.). We
also discuss the transforms of functionals on P interpreted as ele-
ments of L(K[[t]):P,K).

A methodology for average-time testing of graph algorithms flb
A.K. Dewdney'}nd T.R.S, Walsh, The University of Western Ontario

A straightforward extension of the definition for deterministic
polynomlal-time complexity to low-order pelynomial tlime complexity
suggests a definltion for instance lengths of graphs.
suggests a methodology for average-time testing based on a randomly
drawn sequence of graphs whoss Instance lengths Increase by a fixed
Increment. This methodalogy Is also impliclt in Karp's notlon of
convergence a.e. of an algorithm., It turns out to be especlally
easy to select random unlabelled graphs for each Instance length as
the distribution is very sharply peaked.

The methodology Is demonstrated on a varlety of well-known
graph algorithms Including the Isomorphlism algorithm of Babal and
Kucera and the matching algorithm of Karp and Sipser.

IS TOWERS OF HANOI REALLY HARD ? :::

Paul Cull* and Colin Gerety, Oregon State University
Although the standard Towers of Hanoi problem requires time
which iz Jcubly expenentizl in tha number of tits in the input,
we claim that the problem is really easy but is 1/0 (input/output)
bound. We give examples of several questions about Towers of
Hanoi and show that all these questions (as well as the standard
problem) can be answered in time O(max(]INPUT|,|OUTPUT|)). We

conjecture that all questions about Towers of Hanol are 1/0 bound.

Fault Detection in CMOS Circuits and an Algorithm for Cenerating

Eulerian Circuits in Directed Hypercubes.

In order to detect stuck-open faults in CMOS circults using
spectral techniques, it 1s necessary to generate a sequenceof test

J. A, Bate¥D, M. Miller
University of Manitoba

vectors which correspond to an Eulerian clrcuit in a directed hypercube.

An algorithm is required which will uniquely determine the next edge to
be followed using only knowledge of the current edge with no additional
information. (For example, an Eulerian circult may not be generated and
stored in advance using conventional methods.) Such an algorithm is
presented, and some related problems are presented.

Non-isometric distance | preserving mapping Ezt Eﬁ @
B.V. DEKSTER, Erindale Campus of University of Toronto
Mississauga, Ontario LSL 1C6, Canada.

In 1978, Zaks posed the following problem,

Let f : E" »E™, 2 < n <m, be a function (not necessarily
continuous) satisfying the following "distance 1
preserving" property: for any x, y ¢ EP, the condition
d(x,y) = 1 implies that d(f(x),f(y)) = 1 where d(.,.)

1s the distance. Does it follow that f is an isometry
(onto its image)? The corresponding case n = m = ] {g
false, and the case n = m 2 2 has been shown. Even

the case n = 2, m = 3 is open. We give an example of

a mapping £1E2 + E® yhich is distance 1 preserving but

not isometric .

Topological Indices as Chemical Behavior Descriptors

D.H. Rouvray, Department of Chemistry, University of Georgia, Athens,
Georgia 30602

Graph theorists have contributed steadily to cthe developnent of
chemistry since the pioneering work of Arthur Cayley on 1isomer
enumeration in the mid-1870s. Their contributions, however, have
been largely confined to one or two applications only. It is pointed
out here that thers are numerous interesting mathematical problems
still to be tackled involving graphical invariants, usuvally referred
to by chemists as topological indices (TIs). Differing TIs have
been widely used to characterize chemical behavior dependent upon
(a) molecular size, (b) molecular shape, and (c) specific molecular
sites. Three comparatively simple indices based on the distance
matrix are exhibited. The first index haa been used to predict
the physicochemical properties of hydrocarbon molecules; the second,
properties depending on the degree of branching present in molecules,
e.g. the octane number of fuels; and the third, the occurrence
of carcinogenicity in polycyclic aromatic species (polyhexes).
Current work on TIs and some of the mathematical problems associated
with their further evolution are briefly discussed.

TREE TDENTITIES FROM RANDOM GROWTH
Robert W. Robinson, University of Georgia

Hith any rooted tree is associated an identity, the tree identit '
which_arises in certain cluster expansions in theoretical physics and
was fl;st observed by Paul Federbush. Every Pattern n for growing T
is assigned a weight w{n), and the tree identity for T asserts that
ghese weights sum to 1. 1In the present paper a oroof is obtained by
interpreting win) as the probability that the pattern n is followed
when T is grown at random.

Using Cayley's theorem that there are exactly N"'] rooted labeled
trees on N vertices, it is then possible to abstract the patterns and
sum over all such trees to derive the identity

N-1

w{n) N S

Related identities are obtained when the class of rooted trees is
reglqced by one of the following classes: rooted cannected graphs;
Initially connected acyclic digraphs; intially connected digraphs.

Inl=N



Minimizing the Number of Components in
1R Perfect Systems of Difference Sets

J. Abrhamfllnlversity of Toronto, and
A. Kotzig, Université de Montréal

Let ¢, m, Bla-evsby be positive intergers. Let si a “01 < X Lk xpi.”.

i{i=1,..., m, be sequences of intergers, and let Di - [xn - xk£|
0<k<j< pL} {=1,..., m be thelir difference sets. Then lDl..-..Dm}

is a perfect system of difference sets (PSDS) starting with ¢ if

o m
D, =flc,ctlyue,e=1+%10 p (p, + 1)}}. Each Di is called a
1=l gy, = O

component of the given PSDS; the size of I)1 is Py Only PSDS with
Py >1, {=1,..., m, are considered. It is known that, for some classes

of PSDS, m > 2c - 1; however, this inequality does not hold in general.
A lower bound for ratios m/(2c - 1) for all PSDS withm components and
start ¢ is obtained. Examples of PSDS are given which indicate that the

lower bound obtained is the greatest lower bound. It is also shown that

only components of size two and three have to be used in the construction

of such examples. @
p ity of Homeomor hism Testing.
§?$.1§:;§k1ti and Y. Zalcsteln] Memphis State uUnlversity.
I1somorphism testing in several classes of groups,
as well as in classes of algebras such as
semigroups and automata has been shown to be
polynomially equivalent to graph {somorphism. We
consider this question from a category theoret&c
perspective, introducing the notion of polynomial
time equivalence of categories. With a suitable
notion of graph homomorphism, allowing a
homomarphism to collapse edges, it turns out that
many (but not all) of the known reductions are
pelynomial time equivalences of categorlies. Next
we show that the category of finite topological
spaces is polynomial time equivalent to the
category of transitive digraphs. Furthermore,
the subcategory of T spaces is polynomial-time
equivalent to the category of transitive griented
digraphs. Finally, topological connectivity is
shown to correspond to weak coqnecttvlty of digraphs
yielding connected spaces verslons of both results.
In particular, testing homeomorphism of finite
topological spaces is polynomially equivalent to
graph isomorphlism.

CHARACTERIZATION AND COMPUTATIONAL COMPLEXITY QUESTIONS FOR

REPRESENTATION CLASSES OF GRAPHS @
Edward R. Scheinerman, The Johns Hopkins University

Many classes of graphs are defined via a representation scheme such as
intersection of intervals, overlap of paths in trees, disjointedness of
function diagrams, etc. We present a general framework for studying
classes of this type including a characterization. We also show that
the problem of determining membership in any such class can have

arbitrary computational complexity.

Partial matching in degree-restricted bipartite graphs
Douglas B. West*and Prithviraj Banerjee, University of Illinois

Given a set of n "input" nodes, let f(n,s,d) be the minimum number of “out-
put” nodes in a bipartite graph such that every set of at most s inputs is joined
to at least » outputs, subject to the restriction that every output node has
degree‘ at most d. Let a,(s,d)=/f(n,0,d)/n. We provide lower bounds and con-
slrulctwe upper bounds. In general, o,(s,d)<s s +d-1)+0(1/n), which is
optimal when s=2 or d=2. This can be improved when +>2 and 4 equals or
greatly exceeds 4. If 4=d and ¢ is the smallest even integer at least Vi, then

afa.d)Stfs+0(1/m). U dZ[n—l][::,l_,), then a,(s,d)<r/m+0(1/m). The trivial
lower bound of .a_(:,d]g max{s /n,1/d} can be approximately doubled;
a,(a,d)2 244 +1). This problem is related to the construction of superconcentra-
tors and connectors.

GRAPH THEORY AS A SOURCE
Ban. b SAnCeiote iRt OF DIFFICULT PROBLEMS FOR RELATIONAL DATABASES

University of Quebec

ity of Massachusetts, and Corina Reischer,

We study the use of known {ntractable problems from Graph Theory fon proving
the NP-completeness of ceatain problems arising from the study of refational
databases. We deal here with fwo types of problems: intensional problems(referring
to the intensions of nelations, that (4, to their nelational schemes) and extensional
problems (conceaning the sets of tuples constituting the nelations). Among othea
nesults,we prove the NP-compfcteness of the existence of canonical systems of

functional dependencies in which functional dependencies [(x}, (y} ) have unique

RAP- denivations by transformation from 2zthe uniconnected subgraph problem.

I-Regularicy: Multigraphs and
Digraphs
@ #Robert L. Hemminger, Vanderbilt Ugivzzsicy
Ericpi.. :11:02, Wittenberg University
onka defin

of the neighbors of each vect:: :uf\r:zhmm e
graphs are either regular or bidegree biélr
ﬁive a very simple proof of his theorem
8ing similar methods we also characteri
with analogous properties.

F-regular if the degree
He shows that simple I‘-rggulzr
tite (and conversely). We
that holds for graphs in general
ze three classes of digraphs )

CRITICAL GRAPHS WITH R
ERITICAL GRAPH Afrfkaa§§PECT TO GENERALIZED COLORINGS Q3D

University, Johannesburg, South Africa
The K,-chromatic number x_ of
it st o i 4 graph G is defined as the
nteger k such that the vertex set V(G) of G can be

partitioned in
k subsets, each inducing a Km-free subgraph.

6 Is called (k, x )-critical if X,(6) = k and x_(6*
proper subgraph G' of 6. .
cal graphs,

A graph
) <k for each
We discuss varfous constructions of criti-

ON PACKING WITH DISJOING STARS
B. L. Hartnell, Saint Mary's University @

Prompted by the study of designing certain types of specialized
communication networks in which whenever a vertex is selected to be
removed all of its neighbours are deleted as well, we are led to consider
the following 2 person game. Two players alternate c‘olnurin‘g a vertex
in a given graph (whenever a vertex is chosen to be coloured all of its
n'eighbaurs are automatically coloured as well). A player can select a
vertex to be coloured (directly) only if none of its nefghbours are

presently coloured. Some preliminary results are discussed.



On a Conjecture of R, Graham @
Freiman, A. Haimovick, J. Schonheim
Tel Aviv University

Ly

) AN IMPROVED ALGORITHM FOR THE
| e 1i2usen ) iy s OPTIMAL SELECTION PROBLEM WITH SHARED

¢, a, < a
S.K.M. Wong and W. Zfiarko*, University of Regina

i i+,

1,

ia1.ajl Given a set P of objects (facilities) and a collection
. S of sets (options) each of which Is a subset of F. Each
ottt facility in P is associated with a cost and each option in §
nax C - provides some benefit. The optimal selection problem is to
y. 1,52 choose a subget S° of 8 such that the net benefit associated

i,jsn i3
i,z with 8" is maximum. This combinatorial problem can be
solved by the standard network flow model., It is shown in

Let CH be a prime number dividing one of a,, let thistfaper that the complexity of such a computatlon can be
P = {py < py < ... <p be the set of all such primes. realy” eadused ‘bu hn iapraved ‘alaoclthns

Theorem. Conjecture of R. Graham is true if
1<+ <5 or pri'g or n < 185.

. GOLOMB'S TRIANGLE AS THE BASIS OF OPTIMAL DIAGNOSABLE SYSTEM DESIGN
ON GOLOMB'S CONJECTURE G @ Anton T. Dahbura*, and N.F. Maxemchuk, AT&T Bell Laboratories, Murray Hill
Oscar Moreno, University of Puerto Rico

Consider a directed graph G=(V,E), a positive integer ,<|V|, and a test out- @
come a;€{0,1} for each edge (1,/)€E, where (,/)€E if and only if vertex / tests
Is a conjecture on the existence of primitive quadratics over a finite vertex j. If  is faulty then a;; can be either 0 or 1, but if { is fault-free then du'=0
field. if and only if j is also fault-free. A graph G is said to be £/s)-diagnosable if any
sct of at most f, faulty vertices can be isolated to within a sct of at most #; ver-
In this paper we would see how similarly we can give a proof of a tices. If E={(i,j) : j=i+x,(mod n) and x,€X}, where X={x|,...,x,}, then G is .
said to be & D(n,1,X) system. In gencral, for such systems r;s215—1. We show
that 1,=21p—1 if and only if the difference between any two clements in X is dis-
enumerate a finite number of exceptions. Ve will suggest a method of tinct. Such sequences which also minimize n are considered optimal and are
members of Golomb's Triangle. Optimal D (n,1,X) systems for 1,=23 are given.

Recently Moreno has glven a proof of Golomb's conjecture D. This

Jimited case of his conjecture C for the assymptotic situation and also

attack for his conjecture A.

RELIABILITY OF A-Y NETWORKS
Ehab S. E1-Mallah* and Charles J. Colbourn, University of Waterloo

A graph is A-Y reducible if it can be reduced to en edge by recursive

DIVISIBLE QUOTEENT LISTS AND THEIR MULTIPLIERS application of series, parallel and A-Y replacements. Partial 4-lrees are
subgraphs of 4-trees. A-Y graphs have been studied in the context of networ
K.T. Arast Department of Mathematics and Statistics, reliability, Interest in l-lrosel i:ncl their parlial subgraphs arises since ef!icienl:
wright State University, Dayton, Ohio 45435 algorithms exist for solving many NP-hard problems that bave linear time
and algorithms for Lrees. These problems include vertex cover, independent sets,
0.K. Ray-Chaudhuri, Department of Mathematics and Statistics, graph k-colorability, network reliability, Hamilton circuits and many others. In
Ohio State University, Columbus, Ohio 43210 this paper we show that all 4-Y reducible graphs are partial 4-trees. The proof
yields & simple algorithm to embed a A-Y graph into a 4-tree. Combining this
pivisible quotient sets in a given group G yleld divisible with efficient relisbility computations on partisl 4-lrees generalizes known
quotient 1ists 1in a homomorphic image of G. A multiplier algorithms for reliability of 8-Y networks.

theorem will be proved for divisible difference 1ists, 1.e.,
when the underlying group 1is abelian. As a corollary, we
obtain a generalization of a theorem of Ko and Ray-Chaudhuri
(1981). We use it to obtain new multipliers of divisible
difference sets, which were not obtained from other known
multiplier theorems for the divisible case. We do have an
analogue of the *-1 multiplier theorem" for divisible
difference lists. Using the idea of homomorphic images, we
obtain a few results in connection with the prime power
conjecture for cyclic affine planes. We obtain some new
values n for which there is no cyclic affine plane of that
order. We indicate how one can possibly get infinite families
‘of values of n satisfying this property. We point oul that
some of these are related to classical unsolved problems in
number theory. Positive answers to these number Lheorelic
questions would straight away produce infinitely many nonprime
powers n for which there cannol be a cyclic affine plane ot
arder n.



LONGEST CYCLES IN 3-CONNECTED PLANAR GRAPHS ON THE HAMILTONIAN PATHS AND CIRCUITS PROBLEM @
Lane Clark, University of New Mexico @ Sunil R. Das, University of Ottawa

Lulon Jransversals tor Families of Partitions of a Finite Set
‘ @ W B There is no general method of solution to the problem of proving the
) . + L. Livingston, Southern 11linois University at Edwardsville nonexistence of a hamiltonfian path or circuit in a graph. To show that a
We give exponential lower b'?u;:d? "?' the cis CLlM’T\'Elnc?az:\r g given graph has a hamiltonian path or circuit, the usual approach is to
a class of 3-caonnscted graphs which includes 3-connected p Let S be a finite set and suppose, for 1=1,2,...,¢, resort to explicit construction of such a path or circuit. In fact, the
graphs. Fi - {ful J=1,2,...,5l is a family of s-cell partitions of S which haniltonian path or circuit problem like some of the classical problems

of combinatorics such as the traveling salesman problem, the set cover-

separate the points of §, D
P efine m(s,t) as the least integer m such ing problem, etc. belongs to the class of nondeterministic polynomial-

A NOTE ON DEGREE CONDITIONS FOR HAMILTONIAN CYCLES IN LINE GRAPHS  that if |S|>m then every such partitioning fawily of S in which each

cell f 18 non-empty has time complete ( NP-complete for short ) problems, and as such is quite
Douglas Bauer, Stevens Institute of Technology @ for >1jn % Pf)' @ common transversal. We determine m(s,t) intractable. In this paper systematic procedures are developed for find-
) SZct and also for certain small values of s and t and give bounds ing all the hamiltonian paths or circuits in undirected graphs, if such

We consider the problem of finding the best for m(s,t) in the remaining cases, paths or circuits do exist, The matrix representation of the q;aph is

possible sufficient conditions on the vertex degrees

: g used as the mathematical tool i . =)
of a graph G to insure the existence of a hamil- " : A e i i B e T

Uniform Hypergraphs with no Block Containing

2 X _ ha the § tri such matrix representations are defined, and many .important properties
tonlankCt’cliilg 1;3 llnflgr:Ph Lé(j_;) . iSEQCLEIC;lly. . ymmetric Difference of any Two Other Elocks concerning the existence or nonexistence of hamiltonian paths or circu-
we :eih toif nG tiﬂ sma B: pPositive t? eger.th(n) D. de Caen Northeastern Universit its are then established. The results are next extended to the case of
;lilgimumadegree = fe:Bgra?(n?n tgenve:{(}?esi:lhamil | " ! o 5 Ybl ta § directed graphs, Closely related to the notion of a hamiltonian circuit

; - b ximum le number of blocks in = 7
fonlan:  Sewm paxtinl Caailcs s Sonisciure ‘are I | Let Gk(n) e the maxim poss is that of 2-factor of a graph. The possible utilization of the proposed

concepts to graph factorization is also investigated. The procedures su-
ggested in the paper are simple, straightforward, and efficient, as is
evident from the simulation studies which are carried ocut to evaluate

presented for the class of 2-connected graphs. a k-uniform hypergraph on n points with the property that
A A B4C for any three distinct blocks A, B and C. The
function Gk(n) is known in the cases k = 2 and 3; these

the orders of time complexity and storage requirements,

STRATIFICATION FOR HAMILTONICITY. @

are theorems of Turdn and Bollob&s, respectively. Here we

I.J.Dejter,University of Puerto Ricn. give a m;thod of estimation in the'genes 1 case¥ In FINDING THE SHORTEST HAMILTONIAN CIRCUIT THROUGH N CLUSTERS: A @

Let k be a positive integer. Consider a building with only n LAGRANGEAN RELAXATION APPROACH

one entrance, a revolving door inside (resp. outside) of particular we show that G, (n)} < (1.3)(3) (an old conjecture Gilbert LaPorte* and Helene Mercure, Ecole des Hautes Etudes Commerciales
which there are k (resp. k+1) individuals. A displacement of is that G _(n) equals (E) s approximately). This improves de Montreal, and Yves Nobert, Universite du Quebec a Montreal

one individual is said to be permissible if it leaves k+1 k

individuals (resp. k) individuals inside (resp. outside) the upon a recent result of Frankl and Fliredi. . This paper deals with a generalized version of the Travelling

building. The configurations formed by the different parti- A LOWER BOUND FOR THE CARDINALITY OF A MAXIMAL FAMILY . Salesman Problea which consists of finding the shortest Hamiltonian

tions of the whole population of 2k+1 individuals in the EQUAL SIZ

inner and auter subpopulations made adjacent by permissible @ OF MUTUALLY INTERSECTING SETS OF EQUAL SIZE circuit through n clusters, in the case when the distance matrix is
displacements as-abaove form a bipartite graph Gk. P.Erdos asymmetrical. The problem is formulated as an int er 14 .
conjectuwred that for every k, Gk is Hamiltonian. We reduced Stephen J. Dow¥ University of Alabama, Huntsville , W Sk RN pRABrR,y

this to the search of Hamilton paths in certain quotient ' David A. Drake, University of Florida, Gainesville A relaxation of this program possessing a network structure is then

graph Hk (Graph Th.Conf.,Kalamazoo, 1984). Now we got a quo- Zoltén Fiiredi, Mathematical Institute, Budapest considered. The relaxed problem is solved by imbedding a network

tient graph Jk of HEk, almost all of whose vertices, called Jean A. larson, University of Florida, Gainesville :

principal vertices,have the same maximal cardinality when flow routine into a branch and bound algorithn. Some versions of

considered as classes of vertices of Hk. For each k<8 we

the algorithm make use of La ion, =
succeeded in reducing the latter search to the one of an : use o Brifpeshietamabion: (CoOPURIELOAL e

A k-clique 18 a collection of k-subsets (called lines) of a set V (of

induced subgraph formed by a finite number of disjoint l;“““iﬂ';‘"‘;f‘:‘“ any t": lines :ezt in at :e“; °;‘: P“:t' dzik—clique sults are reported.
i i i i i t t t = al n W
SEEIELE frminy vevhUeEN dnd BatNS of hon-princlpal - 1:;.2”(".":13“.’03.1;1;‘:2?‘;9:“::)'.m We puove that for'k > 1 pemey soctiit FANILIES OF GRAPHS COMPLETE FOR THE STRONG PERFECT GRAPH CONJECTURE

vertices, from which a Hamilton path as desired is obtained D. G. Corneil, University of Toronto .
in Hk. The used methaods are applicable to every Hk.
The Strong Perfect Graph Conjecture states that @
a graph is perfect iff neither it nor its complement
Some hamiltonian properties of the powers of a graph. Marzérelt Calrtkee:azde;:::gfadesf GERESENE 81 oi chordlens wyele of aive erottie s
M. Paoli, University of South Carolipa ersieya or equal to 5. In this paper it is shown that many
families of graphs are complete for this conjecture in

k-clique has at least 3k lines, improving a previous lower bound.

A Subset Generation Algorithm with a Very Strong Minimal Change Property

The algorithm presented In this paper generates all k-subsets of an n -set, where n Is even

A graph G 1s said to be strongly q-edge hamiltonian if, for any | | 8nd k 1s odd. It has a very strong minimal change property: It § and T are successively gen- the sense that the conjecture is true iff it is true
set 5 of q edges of the complete graph built on V(G) such that ! | erated, then elther § = (T-{z}) U {z+1} or § = (T-{z}) U (z-1}. The algorithm is essen- on these restricted families. These appear to be the
no three edged are incident with a same vertex, G + S contains a tially an elementary Implementation of the theoretical results proved by Eades, Hickey and Read ) first results of this type.

hamiltonian cycle C so that § <E(C). A strongly (p,q)-hamiltonian
graph 1s a graph so that after the removal of any k vertices with
o £k £ p, the resulting graph is strongly q-edge hamiltonian. There h..... - )
exist a ml.nnber o ;emﬁts jtaling Hhe:hu tll:.'|e :th E:ue: nfazdggztz ¢ RRECHIN IOIROT GRseasy hypergraph chasues SOME PROPERTIES OF A GENERALIZED SPERNER LABELING

o ~hamilconian, the values o a ' :
i:(::\ro?s :hgp'::pendlng o the fafzdal properties of € and of k . @ G.0.H. Katona, Ohio State University, Columbus, Ohio @ Lidla Filus, University of Kansas
We survey some of these results and conjectures and give some new .
results, in which the property imposed to G 1s to be either h-connected Let 1’é denote the number of i-element members of a glven ramu{ F
or h-hamiltonian. of subaets of a finite n-element set (that is, of a hypergraph).
(fo,fl,...,f ) 18 called the profile of the hypergraph. Taking a
class of hy-pgrgrupha aatisi‘ﬂng certain conditiona, their profiles
form a set of points in R™', e extreme polnts of this set are |
determined for certain classes. Among others, for the class of hy-
pergraphs satifying Fy,Foe¥ = F‘_'(}Fa’p 2. .

In "Some Hamlit_op_?'aths and a Minimal Change Algorithim® (JACM, January, 1984).

A generalization of Sperner labeling for simplices is considered.

i Tt allows us to glve any label to points in the relative interior for each
facet and it preserves the Sperner labeling for other points. Some prop-
erties of this labeling and its behavior on the facets of the simplex
are discussed,



