Part 1: Sample Problems for the Elementary Section of
Qualifying Exam in Probability and Statistics
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Part 2: Sample Problems for the Advanced Section of
Qualifying Exam in Probability and Statistics

Probability

1. The Pareto distribution, with parameters o and 3, has pdf

_ o 0, 8>0
f(x)—ﬁ, a<zxr<oo, a>0,[>0.
(a) Verify that f(x) is a pdf.
(b) Derive the mean and variance of this distribution.
(c) Prove that the variance does not exist if g < 2.

2. Let U;, i = 1,2,..., be independent uniform(0,1) random variables, and let X
have distribution c
P(X =x)=

E)

where ¢ = 1/(e — 1). Find the distribution of Z = min{Uy,...,Ux}.

r=1,23,...,

3. A point is generated at random in the plane according to the following polar
scheme. A radius R is chosen, where the distribution of R? is y? with 2 degrees of
freedom. Independently, an angle @ is chosen, where § ~ uniform(0,27). Find the
joint distribution of X = Rcosf and Y = Rsinf.

4. Let X and Y be iid N(0,1) random variables, and define Z = min(X,Y’). Prove
that 22 ~ x3.

5. Suppose that B is a o-field of subsets of Q2 and suppose that P : B — [0,1] is a
set function satisfying:

(a) P is finitely additive on B;

(b) 0 < P(A) <1forall Ae Band P(2) =1;

(c) If A; € B are disjoint and U2 A; = Q, then > -2, P(A4;) = 1.

Show that P is a probability measure on B in €.

6. Suppose that {X,}5°, is a sequence of i.i.d. random variables and ¢, is an
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increasing sequence of positive real numbers such that for all a > 1, we have

ZP[X” >a le,] =00

n=1

and .
ZP[Xn > ac,] < 00.
n=1

Prove that

Xn
P {limsup— = 1] =1

n—oo C’I’L

7. Suppose for n > 1 that X,, € L; are random variables such that sup,>1F(X,) <
oo. Show that if X, T X, then X € L, and E(X,,) — E(X).

8. Let X be a random variable with distribution function F'(z).
(a) Show that

/R(F(:c +a) — F(z))dx = a.

(b) If F is continuous, then E[F(X)] = 3.

9. (a) Suppose that X, L X and g is a continuous function. Prove that 9(X,) LR
g

(
(X).

(b) If X, 0, then for any r > 0,

|Xn|r P
1+ [ X[
and X[
E[—2 ] —>0.
SESyan

10. Suppose that {X,,,n > 1} are independent non-negative random variables satis-
fying E(X,) = pn, Var(X,) = o2. Define for n > 1, S,, = " | X; and suppose that
> pn =00 and 02 < cpy, for some ¢ > 0 and all n. Show




11. (a) If X,, — X and Y,, — Y in probability, then X,, +Y,, — X +Y in probability.
(b) Let {X;} be iid, E(X;) = p and Var(X;) = 0% Set X = =15 Show that

1 < _
=) (X = X)o7
n -
=1
in probability.

12. Suppose that the sequence {X,} is fundamental in probability in the sense that
for € positive there exists an N, such that P[|X,, — X,,| > ¢] < ¢ for m, n > N..

(a) Prove that there is a subsequence {X,, } and a random variable X such that
limy, X,,, = X with probability 1 (i.e. almost surely).

(b) Show that f(X,) — f(X) in probability if f is a continuous function.

Statistics

1. Suppose that X = (Xy,---,X,,) is a sample from the probability distribution Py

with density
[0+ 2) D i x>0
f(xl0) = { 0, otherwise

for some 6 > 0.

(a) Is {f(x]@),6 > 0} a one-parameter exponential family? (explain your answer).
(b) Find a sufficient statistic 7'(X) for § > 0.

2. Suppose that Xy, -, X, is a sample from a population with density
p(z,0) = Oaz® exp(—02*), >0, § >0, a > 0.

(a) Find a sufficient statistic for 6 with a fixed.
(b) Is the sufficient statistic in part (a) minimally sufficient? Give reasons for your
answer.

3. Let Xy, -, X, be arandom sample from a gamma(c, 5) population.

(a) Find a two-dimensional sufficient statistic for (a, 5).

(b) Is the sufficient statistic in part (a) minimally sufficient? Explain your answer.
(¢) Find the moment estimator of («, 3).

(d) Let a be known. Find the best unbiased estimator of 5.



4. Let Xq,...,X, be iid Bernoulli random variables with parameter 6 (probability
of a success for each Bernoulli trial), 0 < # < 1. Show that T(X) = > | X; is
minimally sufficient.

5. Suppose that the random variables Y7, --- | Y, satisfy
Y;Zﬁl'l—‘rﬁl,l: ]-7 y 1,

where 1, -+, z,, are fixed constants, and €1, - , &, are iid N(0,0?), o2 unknown.
(a) Find a two-dimensional sufficient statistics for (3, 0?).

(b) Find the MLE of 3, and show that it is an unbiased estimator of /.

(c) Show that [> (Y;/x;)]/n is also an unbiased estimator of 5.

6. Let X1, -+, X, beiid N(6,60%), 6 > 0. For this model both X and ¢S are unbiased

estimators of #, where
Lo Yn— 1I'((n —1)/2)
B Vor(n/2)

(a) Prove that for any number a the estimator aX + (1 — a)(cS) is an unbiased esti-

mator of 6.

(b) Find the value of a that produces the estimator with minimum variance.

c¢) Show that (X, S?) is a sufficient statistic for  but it is not a complete sufficient
p

statistic.

7. Let X1, -+, X, be iid. with pdf

2z

22
7 exp{—?}, x>0,60>0.

f(z]0) =
(a) Find the Fisher information

1(0) = By

(%mgfoqe))gl ,

where f(X]0) is the joint pdf of X = (X,...,X,).
(b) Show that = 3" | X? is an UMVUE of 6.

8. Let Xy, -+, X, be a random sample from a n(f, c?) population, ¢ known. Con-
sider estimating § using squared error loss. Let 7(6) be a n(u,7?) prior distribution
on # and let 6™ be the Bayes estimator of . Verify the following formulas for the risk
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function, Bayes estimator and Bayes risk. B
(a) For any consatnts a and b, the estimator §(X) = aX + b has risk function

2

R(0,5) = a2% L (b—(1—a)f)>.

(b) Show that the Bayes estimator of 6 is given by

T2 T4 a?/n I
2+ 02/n 2+ 0%/n

57(X) = E(6|X) =
(c)Let n = 0%/(n1? 4+ ¢?). The risk function for the Bayes estimator is

2
R(0,67) = (L =)= +1(6 — )"
(d) The Bayes risk for the Bayes estimator is

B(m,0™) = 1.

9. Suppose that X = (X,---,X,,) is a sample from normal distribution N (yu,c?)
with p = po known.

(a) Show that 6> = n~t > (X; — 119)? is a uniformly minimum variance unbiased
estimate (UMVUE) of o2.

(b) Show that ¢y* converges to ¢ in probability as n — oco.

(c) If po is not known and the true distribution of X; is N(u,0?), u # po, find the
bias of dy°.

10. Let Xp,---, X, beiid. as X = (Z,Y)T, where Y = Z + VAW, A > 0, Z and
W are independent N (0, 1).

(a)Find the conditional density of Y given Z = z.

(b)Find the best predictor of Y given Z and calculate its mean squared prediction
error (MSPE).

(¢)Find the maximum likelihood estimate (MLE) of A.

(d)Find the mean and variance of the MLE.

11. Let Xy, -+, X,, be a sample from distribution with density
p(z,0) = 02°1{x € (0,1)}, 6 > 0.

(a) Find the most powerful (MP) test for testing H : § = 1 versus K : § = 2 with
a = 0.10 when n = 1.



(b) Find the MP test for testing H : @ = 1 versus K : § = 2 with o = 0.05 when
n > 2.

12. Let Xi,- -, X,, be a random sample from a N(u1,0?), and let Y3, -+ ,Y,, be an
independent random sample from a N (ug,03). We would like to test

H:pp=ps versus Ky # o

with the assumption that o = 3.

(a) Derive the likelihood ratio test (LRT) for these hypotheses. Show that the LRT
can be based on the statistic

X-Y

T = ,

1 1

S2 (5 +)

where

1 n B m B
e — X, — X)? Y, —-Y)? ).
pn+m_2(;< 43057

(b)Show that, under H, T has a t,,,_» distribution.



Part 3: Required Proofs for Probability and Statistics
Qualifying Exam

In what follows X;’s are always i.i.d. real random variables (unless otherwise speci-

fied).

You are allowed to use some well known theorems (like Lebesgue Dominant Conver-
gence Theorem or Chebyshev inequality), but you must state them and explain how
and where do you use them.

Warning: If X and Y have the same moment generating function it does not mean
that their distributions are the same.
1. Prove that

if X,, — Xj in probability, then X,, — X in distribution.

Offer a connterexample for the converse.

2. Prove that
if £|X,, — Xo| = 0. then X,, — X in probability.
Offer a connterexample for the converse.

3. We define dpr(X,, Xo) = Supuepr|EH(X,) — EH(Xy)|, where BL is a set of all
real functions that are Lipshitz and bounded by 1. Prove that

if dpr(Xp, Xo) = 0, then P(X, <t) — P(X, < t)

for every ¢ for which function F'(t) = P(X, < t) is continuous.

4. Prove that
if X,, — Xy in probability and Y,, — Y in distribution,

then
X, +Y, — Xo+Y, in distribution.

5. Prove that if EX? < oo, then
1 . s
— E X; — E(X;) in probability.
n
i=1
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6. (Count as two) Prove that if E(|X;|) exists, then
n! Z X; — EX; in probability.
i=1

7. Prove that if EX! < oo, then

n! ZXi — EX, as.

=1

Hint: Work with: P(N22, U2 [n~ 130 | X; — EXy| > ¢).

8. (Count as two) Prove that if E|X;]® < oo, then

n~?Y (X; — EX1) — Z in distribution,

=1

where Z is a centered normal random variable with E(Z?) = Var(X;) = o2

9. Prove: For any p,q > 1 and % + é =1

EIXY| < (BIX|")"" (BX|")"".

10. Prove that if
X, — Xy in probability and |X;| < M < o,

then
E|X, — Xo| — 0.

11. (Count as two) Let F,(t) = = 37" | 11y, <y and F(t) = P(X; < ¢) be a continuous
function. Then
sup |F,,(t) — F(t)| — 0 in probability.
t

12. Let X and Y be independent Poisson random variables with their parameters
equal A. Prove that Z = X + Y is also Poisson and find its parameter.

13. Let X and Y be independent normal random variables with F(X) = puy, E(Y) =
o, Var(X) = o2, Var(Y) = o2. Show that Z = X + Y is also normal and find E(Z)
and Var(Z).



14. Let X, converge in distribution to X and let f : R — R be a continuous function.
Show that f(X,,) converges in distribution to f(Xj).

15. Using only the Axioms of probability and set theory, prove that

a)
AC B= P(A) < P(B).

b)
PX+Y >e)<P(X>¢/2)+ PY >¢/2).
c) If A and B are independent events, then A° and B¢ are independent as well.
d) If A and B are mutually exclusive and P(A) + P(B) > 0, show that
P(A)
P(AJAUB) =
(4 ) P(A) + P(B)

16. Let A; be a sequence of events. Show that

P(UZ,A;) < f: P(A)).

17. Let A; be a sequence of events such that A; C A;.1, 1 = 1,2, ... Prove that

lim P(A,) = P(UZ,A;).

n—oo

18. Formal definition of weak convergence states that X,, — Xyweakly if for every
continuous and bounded function f :R — R, Ef(X,) = Ef(Xj). Show that:

X, = Xo weakly = P(X,, <t) = P(X <¥)
for every t for which the function F(t) = P(X < t) is continuous.

19. (Borel-Cantelli lemma). Let A; be a sequence of events such that )" P(4;) <
oo, then
P2 Ui, Ax) = 0.

20. Consider the linear regression model Y = X + e, where Y is an n x 1 vector of
the observations, X is the n x p design matrix of the levels of the regression variables,
[ is an p x 1 vector of the regression coefficients, and e is an n x 1 vector of random
errors. Prove that the least squares estimator for 8 is f = (X' X) ' X'Y.

21. Prove that if X follows a F distribution F(ny,n,), then X! follows F(ny,ny).



22. Let X1, -+, X,, be arandom sample of size n from a normal distribution N (u, 0?).
We would like to test the hypothesis Hy : u = pg versus Hy : p # po. When o is
known, show that the power function of the test with type I error a under true popu-
lation mean p = pq is ®(—2q4 2 + W), where ®(.) is the cumulative distribution
function of a standard normal distribution and ®(z,/2) = 1 — a/2.

23. Let X1, -+, X,, be arandom sample of size n from a normal distribution N (u, 0?).

Prove that (a) the sample mean X and the sample variance S? are independent; (b)

("_0—12)52 follows a Chi-squared distribution y*(n — 1).



Qualifying Exam on Probability and Statistics
Spring, January 19, 2016

Instruction: You have 3 hours to complete the exam. You are required
to show all the work for all the problems. There are three parts in the exam.
Please budget your time wisely for all three parts. There are 10 problems
in Elementary part, 3 problems in Challenging part and 3 proof problems.
The suggested passing grade for the three parts are: Elementary part 80%,
Challenging part 50% and Proofs 80%.

1

(1).

Elementary part

The number of injury claims per month is modeled by a random variable
N with P(N =n) = m for non negative integral n’s. Calculate
the probability of at least one claim during a particular month, given

that there have been at most four claims during that month.

. Let X be a continuous random variable with density function

flz) = % for x € [-1,4] and f(z) = 0 otherwise.

Calculate E(X).

. A device that continuously measures and records sesmic activity is

placed in a remote region. The time to failure of this device, T, is
exponentialy distributed with mean 3 years. Since the device will not
be monitored during its first two years of service, the time to discovery
of its failure is X = max(T,2). Calculate F(X).

. The time until failure, T', of a product is modeled by uniform distri-

bution on [0, 10]. An extended warranty pays a benefit of 100 if failure
occurs between ¢t = 1.5 and ¢ = 8. The present value, W of this benefit
1s

W = 100e %% for T € [1.5,8] and zero otherwise.

Calculate P(W < 79).



. On any given day, a certain machine has either no malfunctions or ex-

actly one malfunction. The probability of malfunction on any given
day is 0.4. Machine malfunctions on different days are mutually in-
dependent. Calculate the probability that the machine has its third
malfunction on the fifth day, given that the machine has not had three
malfunctions in the first three days.

. Two fair dice are rolled. Let X be the absolute value of the difference

between the two numbers on the dice. Calculate P(X < 3).

. A driver and a passenger are in a car accident. Each of them indepen-

dently has probability 0.3 of being hospitalized. When a hospilatization
occurs, the loss is uniformly distributed on [0, 1]. When two hospitaliza-
tion occur, the losses are independent. Calculate the expected number
of people in the car who are hospitalized, given that the total loss due
to hospitalization is less than 1.

. Let X and Y be independent and identically distributed random vari-

ables such that the moment generating function for X + Y is
M(t) = 0.09¢ % + 0.24e™" + 0.34 + 0.24€" + 0.09¢* for ¢ € (—o00,00)
Calculate P(X <0).

. The number of workplace injuries, N, occuring in a factory on any

given day is Poisson distributed with mean A. The parameter \ itself
is a random variable that is determined by the level of activity in the
factory and is uniformly distributed on inteval [0, 3]. Calculate Var(N).

. Let X and Y be continuous random variables with joint density func-

tion
24xy, for 0<y<1—2x, xz€(0,1);
0, otherwise

fla,y) = {
Calculate P(Y < X|X = 3).

Challenging Part

. Let Y be a non negative random variable. Show that

EY <) P(Y >k)<EY +1.

k=0



. Let X,, be a sequence of random variables such that /n(X, — u) —

N(0,0%) in distribution. For any given function g and a specific u,
suppose that ¢’'(u) exists and ¢'(u) # 0. Then prove that

Vn(g(X,) — g(p)) — N(0,0%[¢'(1)]?) in distribution.

. Let {X,,} be a sequence of random variables with E(X,) = 0, and

Var(X,) < C (Cis a constant), E(X;X;) < p(i —j) for any i > j and
p(n) — 0 as n — oo. Show that

1 n
— Z X; — 0 in probability.
n

=1

Proofs

. Let {X,,} be a sequence of independent and identically distributed ran-

dom variables with F|X,,| < co. Prove or disprove the following state-
ment

1 n
— E X, — EX; in probability as n — oo.
n

k=1

. Let X, : © — R? and such that X,, converges weakly (in distribution)

to random vector Z. Let F': R — R be a continuous function and let
Y, = F(X,). Then prove or disprove the following statement:

Y, — F(Z) weakly (in distribution) as n — oo.

. Consider the linear regression model Y = X+ e, where Y is an n x 1

vector of the observations, X is the n x p design matrix of the levels
of the regression variables, 5 is a p X 1 vector of regression coefficients
and e is an n x 1 vector of random errors. Show that the least square
estimator for 8 is = (X'X)'X'Y.





